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Director of the IEAP, for his continuous support and efforts to secure funding and grants during these years.

Special thanks go to Karel Smolek, whose support has been immensely valuable in helping students like

me find ways to achieve our dreams. His proactive support has always been a guiding light, always one step

ahead at every turn. Above all, I’m deeply thankful to Babar Ali for his vital support during my doctoral

pursuit. He’s been more than a mentor—a trusted family-like figure who’s always been there for me, both

professionally and personally. I’ve learned so much from him, especially the importance of patience.

Thanks to all the people at IEAP who have been part of this Ph.D. experience. A heartfelt thank you

to Andrés Melo and Catalina Lesmes Ramirez; since the beginning of our journey, we have shared so many

memories to cherish as we progress towards our Ph.D. Next, I would like to express my sincere thanks to
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Abstract

This dissertation reports two analyses of Standard Model processes using proton-proton
collisions at a centre-of-mass energy of

√
s = 13 TeV and proton-lead collisions at a centre-

of-mass energy of
√
sNN = 8.16 TeV, recorded by the ATLAS detector at the Large Hadron

Collider at CERN between 2015 and 2017 for pp collisions and in 2016 for p-Pb collisions.

The first analysis describes the search for tt̄H production in multilepton final states using
proton-proton collisions at

√
s = 13 TeV with an integrated luminosity of 80 fb−1. Six

final states, categorised by charged-lepton number and flavour, and 25 event categories are
defined to simultaneously detect the tt̄H signal and limit significant backgrounds. The
tt̄W background normalisation is not constrained in the statistical analysis, resulting in a
higher-than-expected normalisation. An excess of events consistent with tt̄H production is
observed, corresponding to 1.8 standard deviations, compared to an expected 3.1 standard
deviations. Assuming Standard Model branching fractions, the best-fit tt̄H production cross
section is σtt̄H = 294+182

−162 fb, consistent with Standard Model predictions.

The second reports the observation of top-quark pair production in proton-lead collisions in
the ATLAS experiment at the Large Hadron Collider. The measurement is performed using
165 nb−1 of p+Pb data collected at

√
sNN = 8.16 TeV in 2016. Events are categorised in two

analysis channels: events with exactly one lepton (electron or muon) and at least four jets,
or events with two opposite-charge leptons and at least two jets. In both channels, at least
one b-tagged jet is also required. Top-quark pair production is observed with a significance
over five standard deviations in each channel. The top-quark pair production cross-section
is measured to be σtt̄ = 58.1 ± 2.0 (stat.) +4.8

−4.4 (syst.) nb, with a total uncertainty of 9%,
which makes this measurement the most precise tt̄ cross-section determination in nuclear
collisions to date. The measured cross-section is found to be in good agreement with a
previous measurement by the CMS collaboration and with SM predictions. In addition, the
nuclear modification factor is measured to be RpA = 1.090± 0.039 (stat.) +0.094

−0.087 (syst.).
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Introduction

The LHC accelerates the protons and the lead
And the things that it discovers will rock you in the head.

— Katherine McAlpine - “Large Hadron Rap”

The Higgs boson is a fundamental particle predicted by the Standard Model [1, 2] of particle
physics. It is responsible for giving mass to fundamental particles and is the quantum of the
Higgs field, which pervades all of space. The Higgs boson was discovered in 2012 by the ATLAS
and CMS experiments at the Large Hadron Collider (LHC) at CERN. The Higgs boson is a scalar
particle with a mass of about 125 GeV, produced by the interaction of fundamental particles. It
decays into various particles, including photons, W and Z bosons, and fermions. The discovery
of the Higgs boson has significant implications for our understanding of the universe and the
fundamental forces that govern it.

This thesis reports the results of a search for tt̄H production at
√
s = 13 TeV using a dataset

corresponding to an integrated luminosity of 80 fb−1 collected with the ATLAS detector during
2015-2017. The measurement uses six final states distinguished by the number and flavour of
charged-lepton candidates (electron, muon, and hadronically decaying τ). In the following, the
term light lepton, denoted by ℓ, refers to either electrons or muons. Multilepton signatures
are primarily sensitive to the decays H → WW ∗ (with at least one W decaying to leptons),
H → τ+τ−, and H → ZZ∗ (with a subsequent decay to llvv or llqq). The selection avoids
overlap with the ATLAS searches for tt̄H production withH → bb̄, H → γγ, andH → ZZ∗ → 4ℓ
decays.

The main backgrounds to the tt̄H signal arise from tt̄W , tt̄ (Z/γ∗), and diboson (V V ) pro-
duction, as well as from tt̄ production with additional light leptons from heavy-flavour(HF)
hadron decays, misidentified jets, or photon conversions (collectively referred to as “non-prompt
leptons”), and other processes where the electron charge is incorrectly assigned or where jets
are misidentified as τhad candidates. A binned maximum-likelihood fit is performed in all final
states to extract the tt̄H cross-section and the background normalisations.

While the ATLAS experiment at CERN focuses primarily on proton-proton collisions, it
also performs proton-lead (p-Pb) collisions. In 2016, the LHC underwent a dedicated p-Pb run,
providing the ATLAS experiment with valuable data for this particular type of interaction. This
data set makes it possible for the first time to search for top quark pairs decaying into pairs of
electrons or muons (dilepton channel), as well as a single electron/muon accompanied by jets of
particles (lepton+jet channel).

1



2 Introduction

Top quarks and Higgs bosons were not observed in heavy-ion collisions with the ATLAS
detector until September 2023, when top quarks were finally detected in such collisions, as doc-
umented in this thesis. Studying the production of top quarks in collisions between protons and
lead nuclei offers a unique opportunity to study the properties of protons at high densities, which
are difficult to probe by other experimental methods. This analysis aims to measure the top
quark production rate, the quark-gluon plasma (QGP) dynamics and the nuclear modifications
of the parton distribution functions, and to compare them with detailed theoretical predictions
at a centre-of-mass energy of √

sNN = 8.16 TeV with the ATLAS experiment.
Furthermore, the ATLAS qualification task aimed at exploring the pseudo-continuous frame-

work is described. The analysis focused on the format of pseudo-continuous inputs, their differ-
ences from cumulative inputs, the number of systematics, and their treatment. The procedure
for using the tag weight distribution of b-tagging algorithms is detailed. In addition, a tool has
been developed to plot the contents of pseudo-continuous calibrations directly from the CDI file.
This tool serves as a basis for investigating pseudo-continuous scale factors for EV decomposition
and smoothing of pseudo-continuous calibrations.

The aims of the presented thesis are:

• Develop the b-tagging calibration tool to fulfil the ATLAS authorship qualification task (QT).

• Perform an analysis of tt̄H and tt̄W production in multilepton final states with the ATLAS
detector at 13 TeV.

• Measure the top pair cross-section in proton-lead collisions with the ATLAS detector at 8.16
TeV.

Outline of the thesis:

• Chapter 1: gives an overview of the Standard Model and the theory of top quark physics
• Chapter 2: introduces the LHC and the ATLAS detector
• Chapter 3: the b-tag calibration algorithm is discussed
• Chapter 4: describes the analysis of tt̄H and and tt̄W production in multilepton final states

with the ATLAS detector
• Chapter 5: describes the observation of tt̄ production in lepton+jets and dilepton channels

in p+Pb collisions with the ATLAS detector



Author’s contribution

The author carried out the work described in this thesis as a member of the ATLAS collaboration.
This document provides a summary of his significant contributions.

As part of the qualification task, the author contributed to the ATLAS Flavour-Tagging
working group by performing specific tasks. The author maintained and developed the
pseudo-continuous data-based calibration in Release 21, improved the software infrastructure
for delivering these calibrations to physics analyses, and ensured seamless integration with the
ATLAS workflow.

The primary objective of this work was to establish tools to directly plot the contents of
pseudo-continuous calibrations from the Calibration Data Interface (CDI) file, corresponding
to an integrated luminosity of 139 fb−1 at √

sNN = 13 TeV. The code was extended to handle
more complex uncertainty correlation schemes that are expected to be used in legacy Run 2
combinations. To ensure the long-term sustainability of this work, the code was streamlined and
merged with the main CDI building infrastructure in use. In addition, these developments were
thoroughly documented with the code on GitLab to ensure transparency and reproducibility.
The performance of the ATLAS flavour-tagging algorithms in Run-2 was presented in Paper [4],
as described in Chapter 3.

Chapters 4 and 5 represent the author’s primary research. All information in these chapters
is the original work of the author unless explicitly stated otherwise. For the fake-estimation of
the 2ℓSS1τhad channel in the “tt̄H and tt̄W production in multilepton final states” analysis, the
author was the principal investigator. In addition, the author devised the analysis strategy and
was the main contact for the fitting procedures across all channels in the “Analysis of top-quark
pair production in proton-lead collisions”.

First, the author performed an analysis of the 2ℓSS1τhad channel using the proton-proton data
set collected by the ATLAS experiment from 2015 to 2017, which had an integrated luminosity
of 80 fb−1. This analysis, outlined in chapter 4, was subsequently documented in Paper [1]. The
author presented the results on behalf of the ATLAS Collaboration at the 40th International
Conference on High Energy Physics (ICHEP 2020), with the detailed publication available in
Paper [2]. In the context of the 2ℓSS1τhad channel analysis, the author undertook the following
key tasks:

• Optimisation of event selection (Section 4.6)
• Estimation of the irreducible background (Section 4.8.1)
• Estimation of backgrounds with a fake τhad candidate, as detailed in Paper [2] (Section 4.8.2)
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• Estimation of the fake lepton background using the fake-factor (ABCD) method. This was
a significant part of the analysis work, with detailed studies described in Section 4.9

The author was also responsible for the preparation of special input samples for the BDT
optimisation. This included data and Monte Carlo simulations and optimisation.

The second analysis focuses on measuring the cross-section of top quark pair production in
proton-lead collisions at √

sNN =8.16 TeV. In the context of heavy ion (HI) collisions, top quarks
provide a unique probe of the nuclear modifications of the parton distribution functions (nPDFs),
especially in a kinematic region that is not well constrained by other measurements. By com-
paring various observables from HI collisions with reference measurements from proton-proton
(pp) collisions, these nuclear properties can be inferred. In this analysis, the author has made
significant contributions towards meeting the thesis requirements by undertaking the following
key tasks:

• Background overview (Section 5.5)
• Investigation of the separation power of different HT variables to determine the most effective

fit variable to separate the signal from the background (Section 5.6.3)
• Formulation of systematic uncertainties: normalisation, signal modelling and

background-related systematics. These uncertainties are critical to ensure the accuracy
and reliability of the final results. For a full understanding of these uncertainties, refer to
Section 5.7

• Treatment of uncertainties Optimising pruning and symmetry processes are incorporated to
stabilise fit results (Section 5.7.6)

• The statistical methods used in the analysis, including the fitting procedures, are described
in detail in Section 5.8

• Profile likelihood fit of the analysis, comprising six channels (four ℓ+jets and two dilepton
regions), is detailed in Section 5.9

• The results of the analysis (combined ℓ+jets and dilepton final states) are detailed in Sec-
tion 5.9.1

In addition to the work mentioned above, the author has made significant contributions to
pseudo-top reconstruction, ntuple validation, signal regions optimisation, and statistical and
systematic fluctuations management to achieve the best possible significance. These efforts
have been essential in extracting the signal strength, a key element in determining both the
cross-section and RpA. The results will be presented by the author on behalf of the ATLAS
collaboration at the 42nd International Conference on High Energy Physics (ICHEP) on 18-24
July 2024.

https://indico.cern.ch/event/1291157/contributions/5878747/
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Chapter 1

Theoretical motivation

In 1897, Joseph J. Thomson unveiled the discovery of the electron, marking the inception of
particle physics. Subsequently, a surge in discoveries and theoretical developments emerged over
the ensuing four decades, underscoring the necessity for a comprehensive framework capable of
elucidating and organizing the diverse range of observed phenomena. It was not until the 1960s
and 1970s that a collaborative effort between theorists and experimentalists laid the groundwork
for the SM of particle physics. This comprehensive theoretical structure encompassed all known
elementary particles and interactions. Predictions made within the SM, such as the existence
of the Higgs Boson, were later confirmed by experimental discoveries, including its detection in
2012. Within the SM, matter’s fundamental constituents are organized into three generations
of leptons and quarks. The identification of the top quark, the heaviest quark within the SM, in
1995 by the CDF and DØ experiments [3, 4] marked a significant milestone. Unlike other quarks,
the top quark does not form bound states, making it a focal point of research in high-energy
physics. Its unique characteristics have spurred extensive investigations into the fundamentals
of weak and strong interactions, contributing to a deeper understanding of particle physics.

1.1. The Standard Model

Particle physics endeavours to unravel the fundamental constituents of the cosmos, termed ele-
mentary particles, alongside elucidating their interactions, referred to as forces. Central to this
pursuit is the Standard Model (SM) of particle physics, offering a unified framework wherein
the forces governing particles are elucidated by intermediary particles. This model stands as
the pinnacle of success in explaining experimental data amassed thus far. A primary objective
of experimental particle physicists is to rigorously assess this theory with heightened precision
through meticulous data acquisition and analysis. This endeavour entails scouring the data for
unanticipated phenomena that could potentially illuminate new facets of our current under-
standing.

Within the realm of the SM, the excitations of fundamental fields give rise to two distinct
classes of elementary particles: fermions (distinguished by their half-integer spin) and bosons
(distinguished by their integer spin). Fermions, serving as the elemental constituents of matter,
are further classified into leptons and quarks based on their interaction patterns. Presented in
Figure 1.1, a schematic overview encapsulates the properties of the fundamental particles within

7
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Figure 1.1. SM of elementary particles: the 12 fundamental fermions and 5 fundamental bosons.

the SM framework. Twelve elementary fermions compose the roster, with their interactions
mediated by bosons. The electromagnetic, strong, and weak interactions constitute the three
foundational forces in the SM, each facilitated respectively by photons, gluons, and the W and
Z bosons. While general relativity provides insight into gravitational phenomena at macroscopic
scales, a quantum theory of gravity remains indispensable for comprehensively integrating gravity
into the SM framework. Lastly, the Higgs boson emerges as a pivotal element, interacting with
elementary particles in proportion to their mass.

1.2. The Elementary particles

The groundwork for the SM was established in 1964 independently by Murray Gell-Mann and
George Zweig [5, 6], who proposed the concept of nucleons comprising charged particles of spin
1
2 , termed quarks. Initially, only three quarks were postulated, representing the constituents of
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particles known at that time. Subsequently, numerous other elementary particles predicted by
the SM emerged in accelerator experiments in the ensuing years.

The discovery of the charm quark occurred in 1974 independently at both the Stanford Linear
Accelerator Center [7] and the Brookhaven National Laboratory [8], through the observation of
the J/ψ resonance, a cc̄ bound state. Following this, in 1977 at the Tevatron (Fermilab), the
observation of another heavy meson [9–11] state denoted as Υ, a bb̄ bound state, led to the
identification of the bottom quark. The final quark, the top, was ultimately observed in 1995 at
the Tevatron.

The electron, the first discovered charged lepton, was credited to J.J. Thomson, while the
muon and τ were respectively detected in cosmic rays in 1937 [12] and in accelerator experiments
in 1975 [13]. Wolfgang Pauli suggested the neutrino’s existence in 1930 to explain apparent
energy and angular momentum nonconservation in beta decay. Clyde Cowan and Fred Reines
discovered it (as the electron antineutrino) in 1956.

Both leptons and quarks are fermions, with spin 1
2 . They are described by the Dirac equation

[14]. This equation yields solutions for both positive and negative energies, with the negative
solutions interpreted as anti-particles, possessing identical mass and spin to their corresponding
fermions but opposite charges. The classification of quarks and leptons into three families is
outlined below:

Quarks Leptons

(
u

d

) (
c

s

) (
t

b

) (
νe

e

) (
νµ

µ

) (
ντ

τ

)

Table 1.1. Quarks and Leptons.

The quark species are characterized by additive internal quantum numbers called flavours.
These include the third isospin component I3, strangeness S, charm C, bottomness (beauty)
B, and topness (truth) T . Their values are shown in the Table 1.1. In addition, all quarks
carry a baryon number of 1

3 . The flavour quantum numbers of antiquarks are the opposite. The
flavour quantum numbers of quarks and antiquarks add to the quantum numbers of the hadrons
they form. For both quarks and hadrons, the generalized Gell-Mann-Nishijima (Equation 1.1)
formula holds.

Q = I3 + 1
2(B + S + C +B + T ), (1.1)

The analysis of the quark composition of baryons, which form multiplets with the same spin
and nearly equal mass, showed that to obey the Pauli exclusion principle, the quarks must be
assigned another quantum number with three possible values. This quantum number was called
colour, with red, blue and green values. By analogy with the principles of colourimetry, baryons
appear as the ‘white’ combination of quark colours. To make mesons ‘colourless’, antiquarks
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are assigned anti-colours. Tripling the number of quarks by the colour degree of freedom helps
to explain other phenomena, such as the decay of the neutral pion into two photons and the
hadron/dimuon ratio in e+e− annihilation. The mathematically rigorous meaning of the colour
concept is given in terms of the SU(3)c group to which the hadrons belong in the one-dimensional
representation.

Quarks, as elementary fermions, combine to form singlet states in two fundamental configu-
rations: either as mesons, comprising a quark-antiquark pair, or as baryons, consisting of three
quarks. Mesons exhibit integral spin, while baryons demonstrate half-integral spin, consistent
with Fermi-Dirac statistics. This statistical behavior governs the properties of atomic nuclei,
which consist predominantly of protons (the sole stable hadrons) and neutrons. The neutrons
outside the nucleus are unstable, with a relatively extended lifetime of approximately fifteen
minutes. Composite states involving heavier quarks such as s, b, and c decay rapidly within a
timescale of around 10−13 seconds, producing lighter particles and thus contributing minimally
to ordinary matter.

The leptons encompass the electron (e), muon (µ), and tau (τ), with each family supple-
mented by three corresponding neutrinos. According to the convention, the electric charge of a
particle is written as Qe, where e represents the charge of a proton. Additionally, each lepton
carries an internal charge known as the leptonic number (le, lµ, lτ ), unique to each family and
defined based on the properties of weak interactions. Conservation of the leptonic quantum
number is observed in numerous processes, except neutrino oscillation.

Interaction Relative strength Range (m) Mediator
Strong 1 10−13 gluons

Electromagnetic 10−2 ∞ photons
Weak 10−5 < 10−15 W±, Z

Gravity 10−39 ∞ graviton

Table 1.2. Relative strength and range of various interactions [15]. The comparison of the strengths
of the four fundamental forces is gauged by the force exerted between two particles separated by a
specific distance and holds significance solely in relative terms. The graviton, denoted as the mediator
of gravity, is a spin-2 boson introduced within quantum field theory but has not yet been incorporated

into the SM.

1.3. Interactions

The electron, electron neutrino, up-quark, and down-quark are grouped as first-generation parti-
cles in the SM, illustrated in the leftmost columns of Figure 1.1. These particles are fundamental
and form the basic building blocks of all observable matter in the universe. However, particle
interactions become more complex when examined at high energies in particle colliders. Each
elementary particle of the first generation has two versions with different masses. For instance,
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the charm quark of the second generation is a heavier version of the up quark, with a mass
approximately 400 times that of the up quark (mc ≈ 400mu), while the top quark of the third
generation is an even heavier variant, with a mass around 58000 times that of the up quark
(mt ≈ 58000mu). Despite these mass differences, the up, charm, and top quarks interact in the
same manner.

Symmetries are integral to the Lagrangian density, extensively employed in describing parti-
cles within the SM. In four-dimensional space-time, elementary particles manifest as excitations
on associated fields denoted as ψ(x), with the Lagrangian density detailing their motion.

L(x) = L (ψ, ∂µψ) , (1.2)

In the SM, a key concept is how symmetries link up with conservation laws, as explained by
the Noether theorem. For example, when something stays the same under certain changes like
moving in time or space, it leads to conserving important stuff like energy and momentum. The
Dirac Lagrangian density helps us describe fast-moving fermions while making sure energy and
momentum are still conserved.

L = ψ̄ (iγµ∂µ −m)ψ, (1.3)

where γµ are the Dirac gamma matrices. The equations of motion are obtained by solving the
Euler-Lagrange equations, resulting in the Dirac equation:

(iγµ∂µ −m)ψ = 0, (1.4)

One notable thing is that there is an antiparticle with the same mass but a different charge
for each of the twelve fermions. When there’s no interaction happening, each tiny fermion’s
movement is well explained using this Lagrangian method. Global and local symmetries are two
kinds of internal patterns that help us understand how interactions work. Local symmetries let
changes happen differently from one spot to another in space and time. On the other hand, global
symmetries apply changes consistently everywhere in space and time. With a global symmetry,
if the Lagrangian stays the same, we get a constant flow, like keeping the electric charge the same
in particle interactions. Gauge bosons, particles that manage different interactions by swapping
a constant amount, come about because the Lagrangian stays the same under local symmetry,
also called gauge symmetry.

1.3.1. Quantum Electrodynamics - QED

“Quantum electrodynamics (QED)” constitutes a vital domain within the SM that thoroughly
outlines electromagnetic phenomena, such as electron-electron scattering. Renowned for its
unparalleled precision in experimental validation, QED illuminates the intricate interplay of
charged fermionic particles through the emission of photons. This framework mandates the
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preservation of Lagrangian density under phase translations of fermionic fields, a principle en-
capsulated by the U(1) symmetry group. Operating within the realms of an abelian gauge
theory, QED harnesses the symmetry group U(1) to expound upon electromagnetic interactions.
The interaction dynamics between a spin-1

2 particle denoted as ψ and an electromagnetic field
Aµ are succinctly encapsulated within the ensuing Lagrangian expression:

LQED = ψ̄ (iγµDµ −m)ψ − 1
4FµνF

µν , (1.5)

where Fµν = ∂µAν − ∂νAµ is the EM field tensor. Dµ = ∂µ + ieAµ + ieBµ is the gauge covariant
derivative with Bµ the external field imposed by external source and γµ are Dirac matrices.

1.3.2. Quantum Chromodynamics - QCD

Quantum chromodynamics (QCD) serves as the framework for understanding strong interac-
tions, characterized by its invariance under the symmetries of the local gauge group SU(3)c.
The conserved quantum attribute in QCD is the colour charge, which manifests in three distinct
varieties: red, blue, or green. Despite the plethora of experimental evidence supporting the
existence of quarks, the direct observation of free quarks remains elusive. This enigma finds
resolution through the concept of colour confinement, stipulating that objects possessing colour
charge are perpetually confined within colourless composite entities, thereby precluding the
propagation of objects with non-zero colour charge as free particles.

Mesons and baryons, being composite particles devoid of colour charge, serve as observable
manifestations of quarks, often observed as jets of these particles. Deriving interactions among
quarks necessitates the Lagrangian density to uphold invariance under phase translations of the
SU(3)c symmetry group. The resultant Lagrangian is then expressed as follows:

LQCD =
∑

q

ψ̄q (iγµDµ −mq)ψq − 1
4G

a
µνG

µν
a , (1.6)

where q denotes the sum of the quarks. The invariance under SU(3)c is ensured by using the
the covariant derivative:

Dµ = ∂µ + igs
λa

2 G
a
µ, (1.7)

where gs is the strong interaction coupling constant, λa are the Gell-Mann matrices, and Ga
µ

denotes the eight fields that mediate the strong interaction, the gluons, each corresponding to
one generator of the SU(3) symmetry. The strong interaction tensor is used to describe the
Lagrangian density of these fields:
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Ga
µν = ∂µG

a
ν − ∂νG

a
µ − gsf

abcGb
µG

c
ν , (1.8)

where fabc are the structure constants of the SU(3) group. Gluons are massless particles for the
same reason that photons are. Because gluons always carry a colour charge, they also confine
to colourless objects and, unlike photons, do not propagate over macroscopic distances.

1.3.3. Electroweak interaction

QED and QCD exhibit several parallels, notably in their utilization of massless neutral spin-1
bosons as mediators and in the uniformity of their interaction vertices. In contrast, the weak
interaction, responsible for decay and nuclear fusion processes, diverges significantly. Mediated
by massive bosons, particularly the W± boson, which carries an electric charge facilitating charge
exchange in particle interactions, the weak force stands apart. Although distinct phenomena,
electromagnetic and weak forces can be amalgamated and conceptualized as facets of a unified
force. This notion was concretized in 1979 by S. L. Glashow, A. Salam, and S. Weinberg [16–18],
who formulated the electroweak theory, also known as the GSW theory, providing a singular
theoretical framework encompassing both electromagnetic and weak interactions.

1.4. Top quark production and cross-section measurements

The top quark is a fundamental spin-1
2 fermion in the SM. It has a significantly large mass,

mt = 173 ± 0.4 GeV [19], much heavier than any other quark or lepton (for example, the next
heaviest quark, the bottom quark, is about 40 times lighter). This substantial mass suggests
that the top quark may play a special role in Beyond the Standard Model (BSM) theories and
interactions involving the top quark may be the first to reveal BSM physics [20, 21].

Due to its large mass, the top quark has a very short lifetime and does not hadronise,
meaning that its properties are directly transferred to its decay products. Experimentally, this
is advantageous because it allows the properties of the top quark to be studied without the
complications of hadronisation, unlike other quarks [22].

The top quark has been observed in experiments at two accelerators: the Tevatron at Fer-
milab, USA, and the LHC at CERN, Switzerland. It was first observed in 1995 at the Tevatron
during ‘Run I’ with proton-antiproton (pp̄) collisions at a centre-of-mass energy of

√
s = 1.8 TeV

by the CDF and DØ experiments [3, 4]. ‘Run I’ took place from 1992 to 1996, collecting about
100 pb−1 of integrated luminosity per experiment, resulting in a few dozen top-antitop (tt̄) pair
candidate events.

The second data period (Run II) at the Tevatron took place from 2001 to 2011 with a slightly
higher energy of

√
s = 1.96 TeV. Each experiment collected approximately 100 times more data,

totalling 10 fb−1. This extensive dataset enabled detailed measurements of top quark properties,
although many measurements were still limited by statistics.
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The LHC began operations in 2008, but following an incident shortly after, the first collisions
at

√
s = 7 TeV occurred in 2010. The center-of-mass energy of the proton-proton collisions

(and the luminosity) increased over time: from
√
s = 7 TeV in 2010 (5 fb−1), to

√
s = 8 TeV

in 2011-2012 (20 fb−1), and then to
√
s = 13 TeV in 2015-2018 (150 fb−1), with a shutdown

occurring in 2013-2014. The period from 2010-2012 is known as “Run 1,” while 2015-2018 is
referred to as “Run 2.” Currently, there is another planned shutdown from 2019 to 2021.

Thanks to the higher interaction energy and greater luminosity at the LHC compared to the
Tevatron, significantly more top quarks have been produced, allowing for much more detailed
measurements of their properties.

Since Kobayashi and Maskawa introduced the third quark family in 1973 [23], the search for
the top quark has been crucial to explaining CP violation in weak interactions. Its considerable
mass made the top quark difficult to detect, requiring more than two decades of intensive effort
and significant advances in particle accelerator technology.

Figure 1.2. Dependence of σtt on
√

s from theoretical predictions based on a top mass of 172.5 GeV
together with the dilepton, single lepton, and combined measurements from ATLAS in this note. Uncer-
tainties on measurements are shown as vertical bars and include statistical, systematic, and luminosity
contributions. Results obtained with the Tevatron are also shown. Measurements made at the same

centre-of-mass energy are slightly offset for clarity [24].

With a mass measured at 173.0 ± 0.4 GeV, the top quark stands out as the heaviest quark
within the SM. It uniquely exhibits a Yukawa coupling, denoted as yt, to the Higgs boson,
which is notably close to unity. This distinct characteristic underscores the pivotal role the top
quark plays within the SM framework and various extensions thereof. Given its exceedingly
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short lifetime, approximately on the order of 10−25 s, direct observation of the top quark within
detectors remains unfeasible. Consequently, investigations into top quark properties necessitate
the examination of its decay products. In approximately 99% of instances, the top quark decays
into a W boson and a b quark. Hence, the characteristic signature of the tt̄ process hinges on the
decay products of the two W bosons in the event

(
tt̄ → bW+b̄W−

)
. The final states resulting

from tt̄ decay are categorized into three distinct classes:

• All-hadronic Channel: In this channel, both the W boson decays into quark-antiquark
pairs (W → qq̄′). The characteristic signature consists of six jets, primarily attributed to the
hadronization of the quarks. The branching ratio of this final state is 45.7% [25]. However,
discerning top quark pair production (tt̄) from the substantial background of multi-jet
events poses a significant challenge in this channel.

• Di-leptonic Channel: In this channel, both W bosons decay into leptons (W → lν).
The detector signature for these events comprises two high-energy leptons, accompanied
by two jets originating from b-quark hadronization, and missing transverse energy due
to the presence of undetectable neutrinos. This channel offers relatively straightforward
identification as the presence of leptons aids in distinguishing the signal from background
events.

• Semi-leptonic Channel: In this channel, one W boson decays into leptons while the other
decays into hadrons. Detector signatures include an isolated high-energy lepton, missing
transverse energy, and four jets. The branching ratio of this final state is 43.8% [25]. Referred
to as the “golden channel,” it facilitates event triggering and signal-background separation
due to the presence of a lepton. Moreover, approximately half of tt̄ pairs decay in this
channel, enhancing its statistical significance. By imposing the W mass constraint on the
lepton-neutrino pair, the kinematics of the event can be fully constrained. Many analyses
focus on final states containing two leptons due to the inherent challenges in identifying and
reconstructing τ leptons compared to electrons and muons, which results in a reduction of
branching ratio in the single lepton channel by approximately 15%.

Numerous precise measurements have been conducted to ascertain various properties of the
top quark, encompassing factors such as the differential production cross-section, spin correla-
tion, and forward-backwards or charge asymmetry. Further details on these measurements can
be found in Ref. [19].

Top quarks are generated in a hadron collider via two distinct mechanisms: the formation of
tt̄ pairs stemming from strong interactions, or the production of single top quarks through weak
interactions. The anticipated rate of top quark production is determined via the cross-section
calculation [26]:

σpp→tX ∝
∫ |M |2

vi

dQ, (1.9)
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here, M represents the matrix element of the process, vi denotes the velocity of the incom-
ing particle, and dQ signifies the phase space element. In high-energy hadron collisions, the
matrix element is computed solely considering the hard scattering among the constituents of
the hadrons, excluding subsequent hadron formation. This separation is facilitated by specific
conditions prevailing in the collisions. At energies characteristic of the LHC, the partons en-
gage in collisions akin to free particles, permitting the application of the uncertainty principle
to distinguish between the time intervals of parton scattering, τsc ∝ 1

pT
, and hadronization,

τhad ∝ pT .



Chapter 2

The LHC and the ATLAS detector

2.1. The Large Hadron Collider

The world’s most powerful hadron-hadron collider, the Large Hadron Collider (LHC) [27], is
located at the European Organization for Nuclear Research (CERN) site in Geneva, Switzer-
land. It consists of a 27-kilometer ring superconducting magnets and accelerating structures
that accelerate two counter-rotating protons and heavy-ion (Pb) beams inside a ring of 26.7
km circular diameter and is located around 100 m underground. The LHC has four primary
interaction points where the two beams are brought together to collide.

Before being injected into the LHC ring, the protons are accelerated to 450 GeV by several
pre-accelerators. Protons are injected into the ring in bunches, each containing approximately
1011 protons. Two successive bunches are separated by a bunch gap of 25 ns or 50 ns. The LHC
is designed to provide proton-proton (pp) collisions with a center-of-mass energy of

√
s = 14 TeV

and an unprecedented luminosity of 1034 cm−2 s−1. In addition, the LHC can also collide heavy
lead (Pb) ions with an energy of 2.8 TeV per nucleon and a peak luminosity of 1027 cm−2 s−1.

A schematic view of the LHC ring and the layout of the accelerator complex at CERN is
shown in Figure 2.1. There are four main experiments installed at the LHC :

• A Toroidal LHC Apparatus (ATLAS) [28]
• Compact Muon Solenoid (CMS) [29]
• Large Hadron Collider beauty (LHCb) [30]
• A Large Ion Collider Experiment (ALICE) [31]

ATLAS and CMS are general-purpose detectors designed to cover the broadest possible range
of physics at the LHC, including tests of the Standard Model and searches for new physics beyond
the Standard Model. The LHCb focuses on the precision measurements of CP violation and rare
decays of b-hadrons. ALICE is dedicated to heavy-ion physics. Additionally, three smaller, very
specialized experiments are located near the ATLAS and CMS investigations:

• TOTal Elastic and diffractive cross-section Measurement (TOTEM) [32]
• Large Hadron Collider beauty (LHCb) [33]
• Monopole and Exotics Detector At the LHC (MoEDAL) [34]

17
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Figure 2.1. The CERN accelerator complex. The four main experiments are indicated as yellow dots.

The LHC delivers an extremely high instantaneous luminosity L that is proportional to the
rate of proton-proton interactions and therefore is directly correlated to the data volume recorded
at the detectors. It is quoted in units of cm−2 s−1 and evaluated as:

L = f
n1n2

4πσxσy

, (2.1)

where f is the frequency with which the number of protons n1 and n2 in beams 1 and 2 collide.
σx and σy denote the horizontal and vertical spread of the particle beams. The total integrated
luminosity L over a data-taking period is therefore given as:

L =
∫

Ldt, (2.2)

It is related to the total number of interactions N produced by a given physics process with
cross-section σ as:

N = σL, (2.3)
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Year 2015 2016 2017 2018
Total delivered integrated luminosity (fb−1) 4.0 38.5 50.2 63.4

Table 2.1. Year-wise integrated luminosity values.

The high instantaneous luminosity causes the number of proton-proton interactions in a single
collision to be more than one, known as a pileup. However, due to the small bunch spacing,
additional proton-proton interactions can also occur in a collision from neighbouring (previous
or next) bunches. These pileup interactions consist mainly of low energy soft non-perturbative
physics processes accompanying an energetic hard scattered interaction of interest.

Total integrated luminosity delivered by the LHC at
√
s = 13 TeV in Run-2. The dataset

collected for the analyses presented in this thesis corresponds to the years 2015 and 2016 of the
LHC operations.

2.2. Luminosity and pileup

The instantaneous luminosity generated by the proton beams dictates the collision rate of the
underlying physics processes, while the total number of events is contingent upon the integrated
luminosity accumulated over the operational timeframe. This primary luminosity assessment
is conducted using the LUCID-2 detector situated alongside the LHC beam pipe, flanking the
ATLAS detector.

Throughout Run 2 operations, the LHC delivered an integrated luminosity of 156 fb−1, with
ATLAS recording 147 fb−1. Our analysis exclusively considers data from periods when the
ATLAS detector was fully operational and the recorded data met quality standards, yielding
an integrated luminosity of 138.97 fb−1 for the entirety of Run 2. The combined uncertainty
in integrated luminosity for the 2015-2018 period is ±1.7%. Details regarding the luminosity
collected each year are presented in Table 2.2, while Figure 2.2(a) illustrates the cumulative
luminosity throughout operations.

Year Integrated Luminosity
[
fb−1

]
2015 3.2
2016 33.0
2017 44.3
2018 58.5
Total 139 ± 1.7%

Table 2.2. Summary of data luminosity in the years between 2015 and 2018.

Protons undergo acceleration in batches, with collisions occurring at intervals of 25 ns. De-
spite the high luminosity of data generated by the Large Hadron Collider (LHC), a significant
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challenge arises due to the substantial number of proton-proton interactions per bunch cross-
ing. The average number of interactions per crossing µ is depicted in Figure 2.2(b) for Run
2. Within these multiple interactions, those aligned with the physics objectives are denoted
as in-time pileups. To discern the pertinent physics interaction, the interaction vertices are
identified alongside their associated particles. Additionally, there may be overlapping detector
signals stemming from interactions of adjacent bunches, known as out-of-time pileup.

(a) (b)

Figure 2.2. (a) Total Integrated Luminosity and Data Quality in 2015-2018: Cumulative luminosity
versus time delivered to ATLAS (green), recorded by ATLAS (yellow), and certified to be good quality
data (blue) during stable beams for pp collisions at 13 TeV centre-of-mass energy in 2015-2018. (b)
Number of Interactions per Crossing: Shown is the luminosity-weighted distribution of the mean number

of interactions per crossing for 2015-2018 pp collision data at 13 TeV centre-of-mass energy.

2.3. ATLAS detector

The ATLAS detector is located at one of the four interaction sites of the LHC collider. It’s
a multifunctional detector that can be used to study a wide range of physics processes, from
high-precision measurements to the search for new phenomena. A schematic view of the detector
is shown in Figure 2.3. It is 44 m long, 25 m in diameter and weighs over 7000 tonnes. To measure
the momentum of the charged particles produced at the point of interaction, the detector relies
on four magnets: a 2T central solenoid, an 8-coil barrel toroid arranged cylindrically around the
detector, which produces a peak field of 4T, and two further 8-coil magnets at the detector end
caps, which also produce a field of 4T. The weight of the detector is comparable to that of the
Eiffel Tower.

The inner detector [35], the electromagnetic and hadron calorimeters, the magnet system,
and the muon spectrometer are the four primary components of the detector. To record the
trajectory, velocity, and energy of distinct particles, the subdetectors are placed in concentric
layers around the beam pipe. Individual particles can therefore be identified.
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Figure 2.3. Schematic view of the ATLAS detector.

2.3.1. Coordinate system

The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal
interaction point at the centre of the detector. The positive x-axis points towards the centre
of the LHC ring, the positive y-axis points vertically upwards, and the positive z-axis is along
the beam direction. The cylindrical geometry of the detector makes it convenient to work with
polar coordinates. The azimuthal angle ϕ is measured from the positive x-axis in the transverse
xy-plane, whereas the polar angle θ is measured from the positive z-axis in the yz-plane.

In the high energy particle collisions, the rapidity y is preferred over θ as the difference in
rapidity δy remains Lorentz-Invariant under longitudinal boosts along the beam direction. It is
defined as:

y = 1
2 ln

[
E + pz

E − pz

]
, (2.4)

where E is the particle’s energy and pz corresponds to the z-component of its three–momentum
vector p⃗. However, it is not easy to measure the energy and momentum of highly relativistic
particles. In such a scenario, another useful quantity pseudorapidity η = − ln

(
tg θ

2

)
is considered

that only depends on the polar angle θ. In the high relativistic limit with the approximation
that the mass of a particle is negligible, the pseudorapidity becomes equivalent to the rapidity.
The distance in the η - ϕ plane is defined as:
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∆R =
√

(∆η)2 + (∆ϕ)2, (2.5)

In hadron collider physics, transverse quantities are often used to describe the kinematics of
objects. Such quantities are the transverse momentum (pT) and energy (ET), which are the
components of a particle’s momentum and energy in the transverse x − y plane, and can be
calculated using the following relations:

pT =
√
p2

x + p2
y, (2.6)

ET =
√
p2

T +m2, (2.7)

where px and py are the momentum components in the x- and y-direction, respectively.

2.3.2. The magnet system

The magnet system is required to accurately measure the momentum of charged particles. It
consists of a central solenoid, a barrel toroid and two endcap toroids, all designed to gener-
ate magnetic fields that bend the trajectories (tracks) of charged particles. The curvature of
the trajectories of charged particles can be used to calculate their momentum. The stronger
the magnetic field, the more dramatic the curvature and the more accurate the momentum
measurement.

The solenoid is aligned with the beam axis and generates a 2 T axial magnetic field for the
inner detector, which bends the particles in that direction. The solenoid is 5.8 m long and has
a radius of 1.28 m metres. The solenoid and the calorimeter share the same cooling cryostat to
reduce the amount of material in front of the calorimeter. The calorimeter and its supporting
structure act as the return yoke for the solenoid.

In the barrel and endcap sections, the three massive superconducting air-core toroids provide
a magnetic field of about 0.5 T and 1 T respectively for the muon spectrometer. Eight coils are
arranged radially around the beam axis in each of the three toroids. The barrel coils have a length
of 25.3 m metres with inner and outer diameters of 9.4 metres and 20.1 metres respectively.
They are contained in a stainless steel vacuum vessel shaped like a racetrack. The end cap coils
are five metres long with inner and outer diameters of 1.65 m and 10.7 m respectively. To
provide radial overlap and greater magnetic field homogeneity, the end cap toroids are rotated
by 22.5◦ with respect to the barrel toroid.
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2.3.3. The inner detector

The Internal Detector (ID) [36] is placed closest to the point of interaction to capture charged
particles produced by a collision and accurately measure their momenta up to |η| < 2.5. A 2T
solenoidal magnetic field parallel to the rod hub operates throughout the ID, bending charged
particles according to their electrical charge. The ID consists of three distinct and complementary
subsystems: the pixel finder, the semiconductor tracker (SCT) and the transition radiation
tracker (TRT). Each subsystem advance contains several layers of detection materials stacked
on top of each other. The R-z cross-sectional view of the ID subsystems is shown in Figure 2.4.

Figure 2.4. Cut-away view of the ATLAS inner detector.

Pixel detector
The pixel detector [37] is the ID subsystem closest to the beam pipe that gives the maximum
resolution for detecting charged particle trajectories (tracks). Four layers of silicon pixel sensors
are embedded in the device. As a charged particle travels through it, each pixel layer contributes
to a three-dimensional (R, ϕ, z) space point measurement (hit). During LS1, an additional
tracking layer - the Insertable B-Layer (IBL) [38, 39] was inserted as the innermost pixel barrel
layer (Figure 2.4). Even in the face of a significant number of particle tracks created in greater
brightness and centre-of-mass energy collisions, the IBL enhances the overall tracking efficiency
of the pixel detector.

Three outer pixel layers are placed as three cylindrical barrel layers and three perpendicular
discs in each end cap area to complement the IBL. With only the barrel region, position mea-
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surement in IBL sensors of size 50×250µ m2 has an inherent azimuthal (R−ϕ plane) resolution
of 8 µm and an axial (z) resolution of 40 µm. The last three pixel layers are 50×400 µm2 sensors,
giving 10 µm azimuthal resolution in the R− ϕ(z− ϕ) plane and 115 µm axial resolution in the
z(R) direction over the barrel (end caps) unit.

SemiConductor Tracker
The Semiconductor Tracker (SCT) [40, 41] has four barrel layers and nine endcap discs of silicon
microstrip sensor modules. Each module consists of four strip sensors, two at the top and two
at the bottom. To capture a full three-dimensional position measurement, the top and bottom
pair of sensors on opposite sides of a single module are arranged at a relative angle of 40 mrad.
In the barrel and end cap components, the strip sensors will have an azimuthal resolution of
17m and an axial resolution of 580m.

Transition Radiation Tracker
The Transition Radiation Tracker (TRT) [42, 43] consists of 4 mm diameter drift tubes (straws)
filled with an active xenon-based gas mixture. Prior to LS1, sites affected by gas leaks were
fumigated with argon gas as a cheaper alternative to xenon 24. During the LS1 shutdown phase,
the LHC and the ATLAS detector will be switched off. The gap between the tubes is filled
with polypropylene polymer, which acts as a transition radiation material. The ionisation of the
TRT gas occurs when charged particles cross the straw tubes, resulting in two-dimensional hits
in the azimuthal plane with an inherent resolution of 130 µm per straw. The TRT is estimated
to contribute ∼ 36 hits to precision tracking within |η| < 2.0 due to its coarser resolution than
the pixel and SCT detectors. As the particles pass through the polymer material, they produce
low-energy transition radiation photons in addition to ionisation impacts. The probability of
producing these photons is determined by the relativistic Lorentz factor γ = E

m
of the incoming

particle, so electrons are more likely to emit than charged pions. This property allows us to
distinguish electrons from charged pions.

2.3.4. The calorimeter system

Calorimeters [44] are devices that measure the energy of particles and are used to reconstruct
electrons, photons, and jets. Layers of passive and active materials make up calorimeters. The
passing particles interact with the passive substance, causing a showering effect. The active
material is utilized to calculate the flow of particles created in the shower, which is proportional
to the energy of the particle that started it.

The calorimeter utilized in the ATLAS experiment is made up of two detectors: an electro-
magnetic and a hadronic calorimeter, as illustrated in Figure 2.5. Both detectors are intended
to detect and stop particles by measuring their energy. The electromagnetic calorimeter, made
of lead and liquid argon, measures the energy of electrons and photons, whereas the hadronic
calorimeter, made of steel and scintillators, measures the energy of hadrons that the thinner but
higher-resolution electromagnetic calorimeter could not record.



2.3. ATLAS detector 25

Figure 2.5. Cut-away view of the ATLAS calorimeters.

2.3.5. The muon spectrometer

To monitor muon trajectories bent by magnetic defection, the Muon Spectrometer (MS) [45]
is entirely integrated into three huge air-core toroids. One barrel (|η| < 1.0) and two end-cap
(1.4 < |η| < 2.7) toroids have eight coils each positioned radially around the beam pipe. The
area between 1.0 < |η| < 1.4 represents the transition region of the barrel and end-cap detector
components. The air core reduces the amount of material density that muons must travel
through. Multiple scattering is reduced as a result, and the tracking resolution improves. Due
to the overlapping of the barrel and end-cap fields in the transition zone, magnetic defection
occurs, and performance has been significantly improved by adding extra detectors during LS1.
The muon detector is shown in Figure 2.6.

To estimate the momentum and location of muon tracks in the bending (R − z) plane,
the high-precision muon tracking system employs two different detection technologies. The
Monitored Drift Tube (MDT) chambers, which consist of three to eight layers of drift tubes
filled with pressurized argon gas, are primarily responsible for precise muon tracking. Muon hits
in the ionised gas are detected with a single-hit spatial resolution of 80 µm. The MDT chambers
are replaced by Cathode Strip Chambers (CSCs), multiwire proportional chambers with better
rate capability and increased spatial resolution of 60 µm, due to high radiation levels in the
area of 2.0 < |η| < 2.7. The MS uses precise trigger chambers called Resistive Plate Chambers
(RPCs) and Thin Gap Chambers (TGCs) to trigger muon tracks in the area (1.05 < |η| < 2.4).
Both RPCs (|η| < 1.05) and TGCs (1.05 < |η| < 2.4) add to the tracking chambers’ capabilities
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by measuring and coordinating muon tracks.

Figure 2.6. Cut-away view of the ATLAS muon spectrometer.

2.3.6. Trigger system

The LHC is planned to deliver a collision rate of 40 MHz with a nominal bunch spacing of
25 ns. For each event recorded by the ATLAS detector, tens of thousands of read-out channels
are used, which amounts to about 1.5 MB of information to write to disk per event. Therefore,
a 60 TB/ s rate would be necessary to record all the events produced in the collisions, which is
limited by the current capabilities of O(1) GB/ s. Due to technological and computer resource
restrictions, only a percentage of the entire event rate can be recorded. At a tolerable readout
rate of 1 kHz, the ATLAS Trigger and Data Acquisition System TDAQ (Figure 2.7) [46–48]
captures events created in pp collisions. Furthermore, it records occurrences that are relevant to
physics research. The trigger system consists of two types of triggers: a hardware-based Level-1
(L1) trigger and a single software-based High-Level Trigger (HLT).

The L1 trigger uses customised electronics and is instrumented directly in the detector to
select events based on the calorimeters and muon detectors and is implemented using specific
hardware. This trigger level can identify events containing electrons, muons, τ -jets, photons,
and missing transverse energy, and it’s aimed to cut the rate of events recorded to 75 thousand
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Figure 2.7. The ATLAS DAQ System in LHC Run 2. Events passing the Level 1 hardware trigger
(top left) are passed to the HLT (bottom left) via the farm supervisor node (HLTSV), now including
assembly of Regions of Interest. Simultaneously, event data from the detector front-end electronics
systems are sent to the Readout System (ROS) via optical links from the Readout Drivers (RODs) in
response to a Level 1 trigger accept signal. These data are then buffered in the ROS and made available
for sampling by algorithms running in the HLT. Once the HLT accepts an event it is sent to permanent

storage via the Data Logger.

per second. It reduces the bunch crossing rate of 40 MHz to the readout event rate of 100 kHz
with a decision latency of less than 2.5 µs.

Events that pass the first level trigger are temporarily kept to allow the second level trigger
to reconstruct the events and determine whether or not they should be recorded to disk based
on event attributes indicated as a region of interest. The second level trigger, also known as the
Event Filter, uses a large computational cluster near the detector to reconstruct all the events
passed by the level 1 trigger and further reduces the readout event rate to 1 kHz. Eventually,
1000 events are written to disk per second, and the entire trigger system and the data acquisition
process will take about 4 seconds for the event to finally be selected.
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Chapter 3

Eigenvector decomposition study related to
b-tagging pseudo-continuous data-based calibration

3.1. Introduction

The identification of jets containing b-hadrons (b-jets), c-hadrons (c-jets) or neither b- nor
c-hadrons (light-flavour jets) is an important part of the physics programme of the ATLAS
experiment at the Large Hadron Collider (LHC) [49]. The ATLAS Collaboration has developed
several algorithms to identify b-jets, known as b-tagging algorithms, using data from LHC Run
2 (2015-2018). These algorithms exploit several properties of b-hadrons, including their long
lifetime, high mass, and the charged-track multiplicity of their decays. The probability that a
b-tagging algorithm correctly identifies a b-jet is called the b-tagging efficiency ϵ(b).

The performance of a b-tagging algorithm is evaluated using b-jet tagging single-cut operating
points (OPs). These are based on a fixed selection requirement on the output distribution of a
b-tagging algorithm such that a given b-tagging efficiency, ϵ(b), is evaluated for the b-jets present
in simulated top quark pair events. Four single-cut OPs are currently defined at 60%, 70%,
77% and 85%. Simulation-to-data scale factors (SFs) [50] are derived as a function of the jet
transverse momentum (pT ) for each OP as the ratio of the measured b-jet tagging efficiency
to the b-jet tagging efficiency evaluated from the simulation. The SFs are then applied in the
physical analysis as a per-jet weight to the jets in the simulation.

Given a lifetime of the order of 1.5 ps (< cτ >≈ 450 µm), measurable b-hadrons [51] have a
significant mean flight length < l >= βγτc in the detector before decaying, generally leading to
at least one vertex displaced from the hard scattering collision point. The strategy developed by
the ATLAS collaboration is based on a two-step approach. First, low-level algorithms reconstruct
the characteristic features of the b-jets using two complementary approaches: one uses the indi-
vidual properties of the charged particle tracks, the so-called tracks associated with a hadronic
jet. The second combines the tracks into explicitly reconstructed displaced vertices. These
algorithms, first introduced in Run 1, have been improved and re-tuned for Run 2. Second, to
maximise b-tagging performance, the results of the low-level b-tagging algorithms are combined
with high-level algorithms consisting of multivariate classifiers. The performance of a b-tagging
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algorithm is characterised by the probability of tagging a b-jet (b-jet tagging efficiency, ϵb) and
the probability of misidentifying a c-jet or a light flavour jet as a b-jet, denoted ϵc (ϵl).

The primary aim of this analysis is to explore the pseudo-continuous framework, focusing on
the format of pseudo-continuous inputs, their differences from cumulative inputs, the number of
systematics, and their treatment. By comparing the pseudo-continuous approach with cumula-
tive inputs, we also highlight the activity of different high-level taggers [52]. In addition, this
study investigates how Eigenvector (EV) decomposition works within pseudo-continuous inputs.
Many systematics are close to zero after EV decomposition, which significantly improves the
smoothing process of the tagweight bin.

This note is structured as follows: Section 3.2 gives an overview of flavour tagging algorithms.
Sections 3.3 and 3.4 cover the details of the ATLAS tracking system and flavour tagging cali-
brations respectively. Section 3.5 explains the pseudo-continuous calibration and the structure
of the Calibration Data Interface (CDI). The Section 3.6 discusses post-processing along with
eigenvector decomposition. Scale factor re-scaling plots for tag-weight bins and systematics can
be found in Sections 3.7 and 3.8. Finally, conclusions are drawn in Section 3.9.

3.2. Flavour tagging algorithms

This section describes the different algorithms used for b-jet identification [53] and the evaluation
of their performance in simulation. Flavour tagging uses the latest developments in machine
learning and neural networks [54]. Low-level b-tagging algorithms fall into two broad categories.
The first approach, implemented in the IP2D [55] and IP3D [56] algorithms, uses the signed
impact parameter [57]. The second approach explicitly reconstructs displaced vertices. The SV1
[58] algorithm attempts to reconstruct an inclusive secondary vertex [59], while the JetFitter [60]
algorithm aims to reconstruct the complete b- to c-hadron decay chain. To maximise b-tagging
performance, the results of the low-level algorithms are combined using multivariate classifiers.
Three high-level tagging algorithms have been developed. The first, MV2, is based on a boosted
decision tree (BDT) [61] discriminant, while the second, DL1, is based on a deep feed-forward
neural network (NN) [62], and the last is DL1r (RNNIP).

3.2.1. Low-level b-tagging algorithms

The identification of jets containing b-hadrons relies on distinctive features that are leveraged
through various algorithmic strategies, as described below:

Impact parameter based algorithms (IP2D and IP3D):
The IP2D and IP3D algorithms use the signed impact parameter significance of the tracks asso-
ciated with the jet. IP3D uses both the transverse (d0) and longitudinal (z0) impact parameter
significances, taking into account their correlations, while IP2D uses only the transverse (d0) sig-
nificance. The probability density functions (pdfs) for the signed impact parameter significance
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Figure 3.1. Low-level b-tagging algorithms.

of these tracks are used to define ratios of the b, c and light flavour jet hypotheses, which are
then combined into three log-likelihood ratio discriminants (LLRs): b/LF, b/c and c/LF.

Secondary vertex finding algorithm (SV1):
SV1 aims to explicitly reconstruct an inclusive displaced secondary vertex within the jet. The
first step is to reconstruct two-track vertices from the candidate tracks. Tracks are discarded
if they form a secondary vertex that can be identified as likely originating from the decay of
a long-lived particle (e.g. Ks or Λ), photon transformations or hadronic interactions with the
detector material. A new vertex is then fitted with all tracks that survive this selection, and
outlier tracks are iteratively removed from this set of tracks.

Decay chain multi-vertex algorithm (JetFitter):
JetFitter exploits the topological structure of weak b- and c-hadron decays inside the jet and
tries to reconstruct the entire b-hadron decay chain. A Kalman filter is used to find a common
line on which the primary vertex [63] and the heavy flavour (HF) vertices lie, approximating the
b-hadron flight path as well as their positions. Hence, HF vertices can be resolved even when
only a single track is attached to them whenever the resolution allows. Fig 3.1 schematically
represents the working procedure of Low-level b-tagging algorithms.

3.2.2. High-level taggers

The high-level taggers combine the inputs from several low-level taggers using a multivariate
classifier to maximise the b-tagging performance. In the 2017 configuration [64], ATLAS has
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adopted two variants of high-level taggers. The first is an evolution of the Boosted Decision
Tree (BDT) discriminant already used in the past (MV2), and the second is a new tagger (DL1)
based on Deep Learning NN.

MV2 tagger

The first high-level tagger is a BDT discriminant that combines the output of the low-level
taggers. It is trained using the ROOT Toolkit for Multivariate Data Analysis (TMVA) [65] on
the hybrid sample. The b-jets are considered to signal, and the c- and light-flavour jets are the
background. The performance is evaluated separately on the tt̄ and Z+jets samples. The list of
input variables includes the pT and η of the jets, as they give useful information in interpreting
the separation power of the variables from the low-level taggers.

The effect of the finite number of events available for the MC samples for the MV2 training
is estimated by performing cross-training tests where independent sub-samples are used as input
to the BDT classifier.

DL1 tagger

The second high-level tagger (DL1) [66] is based on an Artificial Deep Neural Network. DL1
is trained using Keras with the Theano backend and the Adam optimiser. The DL1 NN has a
multidimensional output corresponding to the probabilities for a jet to be a b-, c- or light-flavour
jet. Its topology consists of a mixture of fully-connected hidden layers and max-out layers. The
parameters of DL1 are optimised, including the architecture of the NN, the number of training
epochs, the learning rates and training batch sizes.

DL1r tagger

In addition to DL1 features, RNNIP [48] and network architecture optimisation significantly
improve light and charm rejection, which results in DL1r. Fig 3.2 schematically explains the
complex process of High-level b-tagging algorithms.

3.3. Tracking in ATLAS

Tracks used for b-tagging are reconstructed using the ATLAS Inner Detector (ID) immersed
in a 2T magnetic field (essential for measuring track momentum). The insertable B layer is
the innermost layer with a radius of ∼ 30 mm (silicon pixels), which greatly improves the track
resolution. Subsequent layers (radially outwards), pixel layers, semiconductor tracker and tran-
sition radiation tracker, which tracks charged particles, are reconstructed from hits in the ID
associated with jets using ∆R (track, jet) matching (jet pT dependent).
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Figure 3.2. High-level b-tagging algorithms.

3.4. Flavour tagging calibrations

Calibration conceptualises the process of verifying the performance of the data. Correction
factors related to detector and modelling effects are applied here. The b-jet tagging efficiency
measurements are provided in the form of jet transverse momentum-dependent scale factors that
correct the b-tagging performance in the simulation to that observed in the data.

3.4.1. tt̄ calibration

The b-jets tagging efficiency is measured in data using di-leptonic tt̄ events [67] which are 70%
pure in b-jets, with almost no c-jet contamination. The b-jet efficiency is extracted from fit to
data. It is dominated by systematic uncertainties from modelling of tt̄ background. Systematics
arising from b-tagging is a key factor in many analyses. The range of uncertainties varies between
2-5% over the majority of the spectrum. The largest experimental systematic uncertainties have
been observed in VH(→ bb) analysis.

3.4.2. Cumulative and pseudo-continuous calibration

A cut at different values is applied to the MV2c10/DL1/DL1r one-dimensional distribution.
After passing this cut, the events are considered tagged. There are two ways of b-tagging
calibration:
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In cumulative calibration, SFs are computed for different working points (WPs) (efficiency
cuts) and fixed cuts. Cumulative working points, corresponding to different efficiencies:

• FixedCutBEff_60 < tagweight
• FixedCutBEff_70 < tagweight
• FixedCutBEff_77 < tagweight
• FixedCutBEff_85 < tagweight

In pseudo-continuous calibration, SFs are computed all together over the 5-bin b-tagging
weight distribution. The b, c, and light jets are calibrated using their specific methods. In the
pseudo-continuous tagger, a different approach is used:

• FixedCutBEff_60 < tagweight
• FixedCutBEff_70 < tagweight < FixedCutBEff_60
• FixedCutBEff_77 < tagweight < FixedCutBEff_70
• FixedCutBEff_85 < tagweight < FixedCutBEff_77
• tagweight < FixedCutBEff_85

The information is redundant between cumulative and pseudo-continuous tagging. For Fixed-
CutBEff_60 < tagweight, the SFs should be identical in both implementations. All calibrations
are derived from the pseudo-continuous calibrations, and the cumulative working points are
extracted from them, so FixedCutBEff_60 < tagweight is the only bin that needs to be con-
sistent between them. This information can be plotted in several ways. In this note, it is
plotted from the pseudo-continuous data and compared with the cumulative working points for
FixedCutBEff_60 < tagweight.

3.4.3. b-tagging scale factors

Flavour-tagging scale factors are ratios of efficiencies (ϵ) applied to simulated events to correct
the tagging rate in the simulation to data. They are provided in bins of jet pT and |η| and
defined as:

SFFlavour (pT, η) = ϵData
Flavour (pT, η)
ϵMC

Flavour (pT, η) , (3.1)

wjet = SFFlavour (pT, η) , (3.2)

wjet = 1 − ϵData
Flavour (pT, η)

1 − ϵMC
Flavour (pT, η) = 1 − SFFlavour (pT, η) ϵMC

Flavour (pT, η)
1 − ϵMC

Flavour (pT, η) , (3.3)
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To avoid boundary effects and prevent distortions in the distributions of interest for the analysis
relying on flavour tagging, the scale factors are smoothed. The method of smoothing is local
polynomial kernel estimation [68] and the Eigen Vector decomposition method.

3.5. Pseudo-continuous calibrations

The calibration does not need to be truly continuous; for most applications, it is sufficient
to calibrate the tagweight distribution in a limited number of bins. The continuous b-tagging
calibration in ATLAS has been implemented by calibrating the tagweight distribution in five
bins, whose boundaries correspond to the following b-jet efficiencies [100%; 85%; 77%; 70%; 60%;
0%].

Pseudo-continuous calibrations use 3D textual input provided by calibration groups. It
also includes an extra dimension for the tagweight, which indicates where they live in the
pseudo-continuous regime.

3.5.1. Pseudo-continuous

b-tagging calibration is the process of correcting the MC after applying the b-tagging algo-
rithm. It is called pseudo-continuous because it lies between a “continuous” calibration (using
fine binning) and a cumulative calibration using fixed efficiency working points (only 2 bins,
corresponding to tagged and untagged cases).

The transverse momentum axis has 9 bins, the tagweight axis has 5 bins and η has one bin.
pT, η and tagweight contain the SFs information. It is possible to retrieve all the details from
them.

3.5.2. Selections and technical implementation

This section focuses on the calibration of particle jets, which are thought to be produced by col-
lisions between fundamental particles. The aim is to improve the precision of the measurements.
Here’s a detailed overview of the key components involved:

Taggers: These sophisticated algorithms, including MV2c10, DL1 and DL1r, are used to
identify the type of particle responsible for producing a particular jet. This could be bottom
quarks, charm quarks or lighter quarks

Jet Collections: The PFlowJets algorithm serves as the primary tool for reconstructing
jets from the particles detected in the ATLAS experiment

Binning: To effectively categorise the jets, they are grouped into five different categories or
“bins”. These bins are determined based on a tagging efficiency threshold, providing insight into
the effectiveness of the taggers in identifying specific particle types of jets

Inputs: The calibration process is driven by a variety of inputs:

• Contributions from various teams involved in flavour calibration to determine the particle
type from which a jet originates
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Figure 3.3. CDI structure.

• Cumulative calibration details for four labelling efficiencies (60%, 70%, 77% and 85%) applied
to jets likely to be derived from lighter quarks

• Pseudo-continuous calibration data specifically tailored for bottom and charm quarks. This
data is presented in a 3D format with an additional tagweight axis

At the end of the calibration process, text files containing pseudo-continuous calibration data
are converted into Calibration Data Interface (CDI) files. By calibrating the jets based on their
inferred origin (flavour), the aim is to refine the measurement accuracy and thereby contribute to
a deeper understanding of fundamental particles and their interactions. These files are designed
for seamless integration into subsequent analyses.

3.5.3. Calibration data interface (CDI) structure

The CDI (Figure 3.3) file is a lookup table containing all the information needed to calibrate
taggers. It defines tagger-specific operating points and fractions. It also contains or calcu-
lates calibrations for (non-)tagged jets. CDI accounts for differences in MC generators. The
physics analysis receives a CDI file with the following recommendations. The CDI workflow is
summarised in Figure 3.4.

• Definition of working points
• Flavour fractions for building the taggers discriminant
• Efficiency maps for the inefficiency SFs
• Efficiency maps for the MC/MC SFs
• Simulation to data SFs
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Figure 3.4. CDI workflow.

3.6. Post-processing

Fitting a curve of a particular functional form to a data set is a fundamental and crucial task
in analysis. These curves are essential for interpolating or extrapolating into important regions
of phase space. Therefore, choosing the correct functional form for the fitted curve is of great
importance.

Local Polynomial Kernel Estimation: The non-parametric method used in the calibration
file described is Local Polynomial Kernel Estimation (LPKE). This method can be conceptu-
alised as fitting a polynomial by weighted least squares, where the weights are functions of
the covariates. These weight functions, called kernels, are typically chosen to be uniform and
integrated to unity. For regression, however, the requirement of integrability can be relaxed. A
common kernel in physics, and the one used here, is a normalised Gaussian kernel.

Eigenvalue Analysis: Eigenvalue decomposition is performed on the covariance matrix of the
systematic and statistical variations. The resulting number of variations is equal to the number
of bins in the scale factor distribution. This process is performed dynamically at the software
level.
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3.6.1. Eigenvector decomposition

Each scale factor distribution in a CDI dataset has up to 40 systematic and statistical variations
that need to be taken into account. Some physical analyses do not require the full tagweight
binning provided but can work with a coarser binning. In such a case, reducing the number of
bins will simplify the use of the calibration. Eigenvalue decomposition on the covariance matrix
of the systematic and statistical variations preserves the bin-to-bin correlations and the total
error. After smoothing, most EVs are very small in magnitude and can be removed without
significantly affecting the correlations or total error. These systematics are reduced by isolating
kinematic regions where certain systematics dominate and merging (by quadrature sum) the least
dominant systematics in these regions. This method suffers from highly biased correlations, but
only in isolated regions.

The correct inclusion of scale factor uncertainties in a physical analysis requires the con-
struction of the full-scale factor covariance matrix V from the individual uncertainty covariance
matrices:

Vij =
Nunc∑
u=1

V u
ij , (3.4)

here the bins i and j represent combinations of kinematic and tagweight bins. The size of the
covariance matrix, N , is equal to ηpT

× ηη for the b and c jet calibrations, and ηpT
× ηtag × ηη

for the light flavour jet calibrations. Note that for the tagweight variable, only ηtag − 1 bins are
independent for any given kinematic bin, due to the normalisation constraint.

The covariance matrix is then inverted: this gives the weight matrix V −1. In principle, at this
point, the uncertainties associated with the b-tagging efficiency measurements can be expressed
in terms of an auxiliary likelihood term such as:

L ∝ exp
−

∑
ij

(SFi − SFnom,i)V −1
ij (SFj − SFnom,j) /2

 , (3.5)

The weight matrix is diagonalised and a change of variables from the original scale factor vari-
ations to the basis of the eigenvectors (SF − SFnom → −→y ) is applied so that the auxiliary
likelihood term becomes a product of N one-dimensional Gaussians:

L ∝
N∏

k=1
exp

[
− y2

k

2σ2
k

]
, (3.6)

where 1/σ2
k are the eigenvalues of the diagonalised weight matrix. This gives a set of

N-independent scale factor variations. Any physics analysis can apply the scale factor variations
independently sum them in quadrature and find their effect on the final measurement.
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3.7. Scale factor re-scaling

When calibrating the b-tagging in the Monte Carlo (MC) simulation to reflect the measurement
of b-jet efficiency in the data, event weights corresponding to MC-to-data efficiency scale factors
are applied to our Monte Carlo samples. The calibration scale factors depend on the tagweight
bin and the jet pT. However, light jets also depend on jet η, but cannot account for possible
topological and process-related dependencies. When the calibration scale factor is applied to a
different Monte Carlo sample or region of phase space from where it was originally derived, it is
assumed that the Monte Carlo correctly reproduces the ratio of efficiencies between the sample
of interest and the original calibration sample. In this section, the scale factor corresponding
to each tagweight bin for the pseudo-continuous calibration has been plotted as a function of
transverse momentum.
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3.7.1. Scale factors for DL1 for EMPFlow jets

(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.5. MC-to-data calibration scale factors for b-jets for each tagweight bins. The binned SFs,
and their total uncertainties, are shown by the data points which are located at the geometric centre

of each bin.
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3.7.2. Scale factors for DL1 for EMPFlow jets

(a) tagweight < FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.6. MC-to-data calibration scale factors for b-jets for each tagweight bins. The binned SFs,
and their total uncertainties, are shown by the data points which are located at the geometric centre

of each bin.
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(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.7. MC-to-data calibration scale factors for b-jets for each tagweight bins. The binned SFs,
and their total uncertainties, are shown by the data points which are located at the geometric centre

of each bin.
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3.7.3. Scale factors for DL1r EMPFlow jets

(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.8. MC-to-data calibration scale factors for b-jets for each tagweight bins. The binned SFs,
and their total uncertainties, are shown by the data points which are located at the geometric centre

of each bin.
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3.8. Scale factors for systematics

Uncertainties affecting the measurement which originate from statistical sources are considered
together with systematic uncertainties related to the detector calibration and physics modelling.
Several sources of systematic uncertainties can impact the measurement. These can broadly be
grouped into four categories: experimental, multi-jet background estimation, the modelling of
the simulated background and signal samples.

In this section, scale factors are plotted to represent systematic uncertainties for
pseudo-continuous calibration as a function of transverse momentum.
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3.8.1. Total systematics variation

Scale factors for MV2c10 EMPFlow jets

(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.9. Total systematic uncertainties for b-jets for MV2c10 2018 tagger.
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Scale factors for DL1 EMPFlow jets

(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.10. Total systematic uncertainties for b-jets DL1 2018 tagger.
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(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.11. Total systematic uncertainties for b-jets DL1 2019 tagger.
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Scale factors for DL1r EMPFlow jets

(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.12. Total systematic uncertainties for b-jets DL1r 2019 tagger.
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3.8.2. Individual systematic variation

Scale factors for MV2c10 EMPFlow jets

(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.13. Total systematic uncertainties for b-jets for individual systematics. The variation of
FT_EFF_MC_stat_nominal has been shown.
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Scale factors for DL1 EMPFlow jets

(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.14. Total systematic uncertainties for b-jets for individual systematics. The variation of
FT_EFF_MC_stat_nominal has been shown.
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(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.15. Total systematic uncertainties for b-jets for individual systematics. The variation of
FT_EFF_MC_stat_nominal has been shown.
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Scale factors for DL1r EMPFlow jets

(a) tagweight <FixedCutBEff_85 (b) FixedCutBEff_85 < tagweight <
FixedCutBEff_77

(c) FixedCutBEff_77 < tagweight <
FixedCutBEff_70

(d) FixedCutBEff_70 < tagweight <
FixedCutBEff_60

(e) FixedCutBEff_60 < tagweight

Figure 3.16. Total systematic uncertainties for b-jets for individual systematics. The variation of
FT_EFF_MC_stat_nominal has been shown.
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3.9. Summary

The b-jet identification strategy integrates the results of low-level algorithms (IP2D, IP3D,
SV1, JetFitter) with high-level multivariate classifiers (MV2, DL1, DL1r). The transition from
cumulative to pseudo-continuous calibration exploits tagweight bin information, resulting in
a significant improvement in the precision of the b-jet tagging efficiency measurement for the
ATLAS experiment. Simulation-to-data scale factors are calculated by comparing the efficiency
measured in the collision data with that observed in the simulations.

This chapter describes the procedure for using the tagweight distribution of b-tagging algo-
rithms, known as continuous b-tagging. The study shows that even coarsely binned tagweight
distributions are sufficient to achieve most of the expected improvements. Calibrations for
continuous b-tagging are presented, as well as the procedures for accounting for statistical and
systematic uncertainties.

A tool has been developed to plot the contents of pseudo-continuous calibrations directly
from the CDI file. This tool serves as a basis for investigating pseudo-continuous scale factors for
EV decomposition and smoothing of pseudo-continuous calibrations. The plotting scripts can
automatically generate eigenvector plots corresponding to each tagweight bin and systematic
uncertainty for all possible combinations of jet collections, flavours and taggers. This process is
automated as part of the git validation procedure.
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Chapter 4

Analysis of tt̄H and tt̄W production in multilepton
final states with the ATLAS detector at 13 TeV

In 2012, the Large Hadron Collider (LHC) at CERN reached a groundbreaking milestone
in particle physics with the discovery of the Higgs boson. This particle long theorised but
never observed, is crucial to understanding how particles acquire mass. The discovery not only
confirmed a key component of the Standard Model but also opened up new avenues for exploring
the fundamental nature of the universe. This monumental achievement is the culmination of
decades of theoretical and experimental work and marks a new era in the quest to unravel the
deepest mysteries of matter and energy.

The chapter describes the search for tt̄H production in multilepton final states, outlines
the general technique of multilepton analysis for tt̄H and provides a detailed description of
the estimation of fake leptons in the 2ℓSS1τhad (containing two light leptons with same-sign
electric charges and a hadronically decaying tau lepton) final state. The analysis is based
on proton-proton collision data collected by the ATLAS detector from 2015 to 2017 at a
centre-of-mass energy of

√
s = 13 TeV, corresponding to an integrated luminosity of 80 fb−1.

4.1. Introduction

The Yukawa coupling between the Higgs boson and the top quark is one of the fundamental
parameters of the Standard Model (SM). This coupling can be inferred from the ratio of the top
quark mass to the vacuum expectation value of the Higgs field. Alternatively, it can be inferred
from the cross-sections of certain processes: the production of the Higgs boson associated with
a pair of top quarks, gg/qq → tt̄H, which occurs at tree levels and represents the lowest order
in perturbation theory.

The ATLAS and CMS collaborations have extensively studied the tt̄H production in
proton-proton (pp) collisions at the Large Hadron Collider (LHC), using data collected during
LHC Run 1 at centre-of-mass energies of 7 and 8 TeV [69–72]. The analyses were tuned to detect
decays of the Higgs boson, including H → WW ∗, ττ , bb̄ and γγ [73–77]. Combining the results
from ATLAS and CMS during Run 1, the ratio of observed to SM cross-sections, denoted as
µtt̄H = σ/σSM, is determined to be 2.3 +0.7

−0.6. This excess over the SM prediction (µtt̄H = 1) is

59
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Figure 4.1. Tree-level Feynman diagrams for the production of the Higgs boson in association with a
pair of top quarks. Higgs boson decays to WW/ZZ (top) or ττ (bottom) are shown.

mainly attributed to multi-lepton final states, which are particularly sensitive to H → WW ∗

and ττ decays [78]. It’s also noteworthy that the cross-section for tt̄H production increased by
a factor of 3.9 at a centre-of-mass energy of 13 TeV [79, 80].

ATLAS reported evidence of tt̄H production based on the analysis of 36.1 fb−1 of data
collected in 2015 and 2016 [81]. The observed (expected) significance of this evidence is 4.2σ
(3.8σ). The analysis yielded a best-fit value for the ratio µtt̄H , representing the tt̄H production
rate relative to expectation, as 1.2 ± 0.2 (stat) +0.3

−0.2 (syst). In addition, the tt̄H production
cross-section at a centre-of-mass energy of

√
s = 13 TeV was determined to be 790+230

−210 fb,
in agreement with the SM prediction. Notably, the multilepton channel showed the highest
sensitivity, with an observed (expected) significance of 4.1σ (2.8σ).

This chapter presents the results of a search for tt̄H production using 80 fb−1 data collected
by the ATLAS detector at a centre-of-mass energy of

√
s = 13 TeV between 2015 and 2017.

The study delineates six different final states, categorised by the number and type of leptons:
two same-charge light leptons (e or µ) with no hadronic decaying τ lepton candidates (2ℓSS);
two light leptons of the same charge with one hadronic decaying τ lepton candidate (2ℓSS1τhad);
three light leptons (3ℓ); four light leptons (4ℓ); three light leptons with one hadronically decaying
τ lepton candidate (3ℓ1τhad ); and a light lepton with two hadronic decaying τ lepton candidates
(1ℓ2τhad ). Illustrations of the Feynman diagrams of the signal processes are shown in Figure 4.1.
These defined signatures predominantly probe H → WW ∗ (with subsequent decay to ℓνℓν or
ℓνjj) and H → ττ decays. Background estimates use a mixture of simulation and data-driven
techniques, and a global fit across all final states is employed to derive the most accurate estimate
of the tt̄H production rate.
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This chapter is structured as follows: Section 4.2 describes the recorded data and Section 4.3
describes the Monte Carlo sample used. The object definitions are outlined in Section 4.4. Sec-
tion 4.6 defines the event selection. The categorisation and background overview are summarised
in sections 4.7 and 4.8. A dedicated background study for the 2ℓSS1τhad channel using the ABCD
method is presented in Section 4.9. Theoretical and experimental uncertainties are discussed
in Section 4.10. Finally, the results for all final states combined are presented in Section 4.11,
followed by the conclusions of the analysis in Section 4.12.

4.2. Data samples

A dataset of proton-proton collisions at a centre-of-mass energy of 13 TeV, collected by the
ATLAS experiment during 2015–2017 corresponding to an integrated luminosity of 79.9±1.6 fb−1

is used. The uncertainty in the integrated luminosity [82] is obtained using the LUCID-2 detector
[83] for the primary luminosity measurements. The number of additional pp interactions per
bunch crossing (pileup) in this dataset varies from approximately 8 to 70 interactions, with an
average of 34. Only events recorded under stable beam conditions and for which all detector
subsystems were known to be in a satisfactory operational state are included.

4.3. Monte Carlo samples

Monte Carlo simulation samples were generated to represent signal and background processes,
utilizing the configurations detailed in Table 4.1, with the samples used to estimate the system-
atic uncertainties indicated in parentheses. Pileup is modelled using events from minimum-bias
interactions generated with Pythia 8.186 [84] with the A3 set of tuned parameters [85] and over-
laid onto the simulated hard-scatter events according to the luminosity profile of the recorded
data. The generated events were processed through a simulation [86] of the ATLAS detector
geometry and response using Geant4 [87], and through the same reconstruction software as
the data. Corrections were carefully implemented on the simulated events to ensure consistency
with the selection efficiencies, energy scales, and energy resolutions determined from data con-
trol samples. Subsequently, the simulated samples underwent normalization to their respective
cross-sections, computed within perturbation theory.

4.3.1. tt̄H signal

The nominal sample used to model the tt̄H signal was generated using the next-to-leading-order
(NLO) generator Powheg BOX v2 [88, 89] with the NNPDF3.0 NLO [90] parton distribution
function (PDF) set. For setting the renormalization and factorization scales, denoted as µR and
µF respectively, they were established as the geometric mean of the transverse energies of the
top quark, the antitop quark, and the Higgs boson.
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The parameter hdamp within the Powheg-BOX model, crucial for controlling the matrix
element (ME) to parton shower (PS) matching and effectively managing high-pT radiation, is
established at 1.5 × (2mt +mH)/2 = 352.5 GeV.

The PS and hadronization processes were simulated utilizing Pythia 8.2 [91], employing the
A14 tune [92], and incorporating Higgs decay branching ratios calculated using Hdecay [93, 94].
The normalization of the simulated sample is performed utilizing a cross-section of 507+35

−50 fb,
computed at the next-to-leading order (NLO) in quantum chromodynamics (QCD) with the lead-
ing NLO electroweak corrections, i.e., O(α2

sα
2) [95–100]. Uncertainties include +5.8%

−9.2% estimated
by varying the QCD factorisation and renormalisation scales and ±3.6% due to uncertainties on
the PDFs and the coupling αs.

Factors contributing to uncertainties in the modelling of acceptance and event kinemat-
ics include variations in QCD factorization and renormalization scales, the choice of PS and
hadronization models, representation of initial state radiation (ISR), and uncertainties related
to PDFs. The theoretical uncertainties due to the choice of the QCD scale are estimated by
independently varying the renormalisation and factorisation scales by a factor of 0.5 and 2.0
with respect to the central value. The largest variation is obtained when both scales are varied
simultaneously in the same direction. The uncertainties arising from the selection of PS and
hadronization models are assessed by comparing the nominal prediction with an alternative
sample generated using Powheg-BOX interfaced to Herwig7 [101].

The uncertainty related to the modelling of ISR is determined by examining the Var3c A14
tune variation, which entails a variation of αs within the A14 tune. The uncertainty associated
with the choice of PDF set is evaluated utilizing the PDF4LHC15 prescription [102], incorporat-
ing 30 eigenvector shifts derived from fits to multiple Next-to-Next-to-Leading Order (NNLO)
PDF sets. Additionally, uncertainties stemming from the predicted Higgs-boson branching ra-
tios [93] are also taken into consideration.

4.3.2. tt̄W background

The simulated dataset for tt̄W production was generated using the Sherpa 2.2.1 [110] generator,
incorporating the NNPDF3.0 NLO PDF set. ME calculations were performed for up to one ad-
ditional parton at NLO and up to two partons at LO using Comix [121] and OpenLoops [122].
These were then merged with the Sherpa PS [123] utilizing the MePs@Nlo prescription [124],
with a merging scale set to 30 GeV. The choice of renormalization and factorization scales is
µR = µF = HT

1/2.
The nominal cross-section for the simulated tt̄W sample is 601 ± 76 fb, calculated at NLO in

QCD with leading NLO electroweak corrections (i.e., O(α2
sα

2)) [93, 125, 126]. The uncertainties
arising from the QCD scale and PDF+αS variations are ±12% and ±4%, respectively. This
cross-section value was employed in a prior analysis [81].

1 HT represents the scalar sum of the transverse masses
√
p2

T +m2 of all final state particles.
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Process Generator PS PDF Tune
(alternative) (alternative) (alternative) (alternative)

tt̄H Powheg-BOX [103, 104] Pythia 8 NNPDF 3.0 NLO [90]/ A14
NNPDF 2.3 LO [105]

(Powheg-BOX) (Herwig7) (NNPDF3.0 NLO/MMHT2014 LO) (H7-UE-MMHT)

tHqb MG5_aMC Pythia 8 CT10 [106] A14

tHW MG5_aMC Herwig++ CT10/CTEQ6L1 [107, 108] UE-EE-5 [109]

tt̄W Sherpa 2.2.1 [110] Sherpa NNPDF 3.0 NNLO Sherpa default
(MG5_aMC) (Pythia 8) (NNPDF3.0 NLO/NNPDF2.3 LO) (A14)

tt̄(Z/γ∗) MG5_aMC Pythia 8 NNPDF 3.0 NLO/NNPDF2.3 LO A14
(Sherpa 2.2.0) (Sherpa) (NNPDF3.0 NLO) (Sherpa default)

tt̄ → W+bW−b̄l+l− MG5_aMC Pythia 8 NNPDF3.0 LO A14

tZ MG5_aMC Pythia 6 CTEQ6L1 Perugia2012 [111]

tWZ MG5_aMC Pythia 8 NNPDF 2.3 LO A14

tt̄t, tt̄tt̄ MG5_aMC Pythia 8 NNPDF 2.3 LO A14

tt̄W+W− MG5_aMC Pythia 8 NNPDF 2.3 LO A14

tt̄ Powheg-BOX Pythia 8 NNPDF3.0 NLO/NNPDF2.3 LO A14

Single top Powheg-BOX [112, 113] Pythia 8 NNPDF3.0 NLO/NNPDF2.3 LO A14

V V , qqV V, V V V Sherpa 2.2.2 [110] Sherpa NNPDF 3.0 NNLO Sherpa default

Z → ℓ+ℓ− Sherpa 2.2.1 Sherpa NNPDF 3.0 NLO Sherpa default

Table 4.1. The configurations used for event generation of signal and background processes. “V”
refers to the production of an electroweak boson (W or Z/γ∗). “Tune” refers to the underlying event
tune of the PS generator. “MG5_aMC” refers to MadGraph5_aMC@NLO 2.2.1 [114]; “Pythia
6” refers to version 6.427 [115]; “Pythia 8” refers to version 8.2 [116]; “Herwig++” refers to version
2.7 [117]. Samples using Pythia 6 or Pythia 8 have heavy-flavour hadron decays modelled by EvtGen
1.2.0 [118]. All samples include leading-logarithm photon emission, either modelled by the PS generator

or by PHOTOS [119] [120].
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In this study, additional scaling factors are applied to the tt̄W cross-section to incorporate
missing QCD and electroweak corrections. Earlier investigations [114] have demonstrated signifi-
cant NLO QCD corrections to tt̄W+1-jet production. An inclusive scaling factor of 1.11 has been
determined using dedicated samples generated with Sherpa 2.2.5, employing the MePs@Nlo
prescription, and cross-validated with the NLO generator MadGraph5_aMC@NLO 2.2.1
using the FxFx prescription [127].

Furthermore, recent findings [128] indicate that sub-leading NLO electroweak corrections
for tt̄W production exceed expectations, primarily due to the sizable NLO3 term influenced by
tt̄W+1-jet diagrams featuring a Higgs boson exchanged in the t-channel. The corresponding
estimated scaling factor is 1.09. Consequently, upon applying these two scaling factors, the
inclusive cross-section used to normalize the tt̄W sample becomes 727 ± 92 fb.2 Since the tt̄W
normalization will be determined from data (as discussed in Section 4.11), this uncertainty is not
treated as a systematic uncertainty. This cross-section is henceforth referred to as the “updated
tt̄W theoretical cross-section”.

Systematic uncertainties arising from the absence of higher-order QCD corrections are esti-
mated by simultaneously adjusting the factorization and renormalization scales in the nominal
sample by factors of 0.5 and 2.0 relative to the central value. Uncertainties associated with the
modelling of additional QCD radiation are assessed by comparing the nominal tt̄W prediction
with an alternative sample generated at NLO using the MadGraph5_aMC@NLO 2.2.1 gener-
ator. This alternative sample, generated with the same scale choice and PDF set as the nominal
sample, was interfaced to Pythia 8.2 combined with the A14 tune. This alternative sample
served as the nominal sample in a previous analysis [81]. Finally, the uncertainty stemming from
the choice of PDF set is evaluated using the PDF4LHC15 prescription.

4.3.3. Other backgrounds

The simulated samples for tt̄(Z/γ∗), V V and tt̄ production are based on the methods described
in Ref. [129–131].

For the tt̄(Z/γ∗) sample, the inclusive tt̄l+l− ME is computed at the NLO, including the
off-shell Z and γ∗ contributions with m(l+l−) > 1 GeV. In addition, a specialised tt̄ sample
includes rare t → Wbγ∗(→ l+l−) radiative decays, tt̄ → W+bW−b̄l+l−, is generated using a
leading order (LO) ME, which also requires m(l+l−) > 1 GeV. In this example, the photon
can come from the top quark, the W boson or the b quark. Both the tt̄(Z/γ∗) and the tt̄ →
W+bW−b̄l+l− samples are combined to form the tt̄(Z/γ∗) (high mass) sample.

The simulation of internal photon conversions (γ∗ → l+l−) with m(l+l−) < 1 GeV is per-
formed using QED multiphoton radiation through the PS in an inclusive tt̄ sample, referred to
as “tt̄γ∗ (low mass)”. The generation settings for these samples are detailed in Table 4.1. To
ensure accurate results, steps have been taken to avoid double counting and to cover the entire

2 The theoretical uncertainties are not adjusted based on the additional corrections considered but are scaled
proportionally to the applied scaling factors.
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phase space when combining different simulated samples. The cross-section for the inclusive
tt̄l+l− production, with m(l+l−) > 1 GeV, is 162 ± 21 fb, calculated at NLO for both QCD and
electroweak interactions [93, 114, 126].

The uncertainties due to variations in the QCD scale and PDF+αS are ±12% and ±4%
respectively. To address the differences between NNLO+ Next-to-Leading (NLL) [132–136] and
LO cross-sections for tt̄ production, the LO cross-section from tt̄ → W+bW−b̄l+l− sample is
multiplied by a factor of 1.54 and subjected to a normalisation uncertainty of 50%.

Uncertainties affecting the modelling of the acceptance and event kinematics for the tt̄l+l−
sample include variations in the QCD scale and tune, PDF variations using the PDF4LHC15
prescription, and comparison with an alternative LO multileg sample (see Table 4.1). For the
inclusive tt̄ sample, uncertainties in the modelling of additional QCD radiation are addressed by
two alternative samples generated with settings that adjust the amount of radiation [137].

The normalisation of the diboson backgrounds is based on cross-section calculations per-
formed by Sherpa 2.2.2, with an assigned normalisation uncertainty of 50%, treated indepen-
dently for different subprocesses (WZ+light jets, WZ+≥1c, WZ+≥1b, and ZZ+jets). Rare
background contributions (tZ, tt̄tt̄, ttWW , WtZ, V V V , ttt̄, tHjb, and WtH) are scaled accord-
ing to their NLO theoretical cross-sections, with a 50% uncertainty in the normalisation.

4.4. Object selection

This section outlines the selection criteria applied to the reconstructed physics objects. These
criteria ensure that the physics objects meet certain kinematic standards, satisfy trigger re-
quirements and potentially increase the sensitivity of the analysis. The discussion includes the
working points (WPs) for lepton reconstruction and identification criteria, isolation requirements
and kinematic criteria for both leptons and jets. In addition, the section deals with the recon-
struction and identification of the hadronically decayed τ leptons. Finally, the procedure for
removing the overlap is described in detail. Tracks are reconstructed inside the inner detector.
Interaction vertices resulting from the pp collisions are reconstructed from at least two tracks
with pT above 400 MeV, which are consistent with originating from the beam collision region in
the x–y plane. In scenarios where multiple primary vertex candidates are detected, the candidate
whose associated tracks yield the highest sum of squared pT [138] is selected as the hard scatter
primary vertex.

4.4.1. light leptons

To select leptons from the primary vertex, requirements on the longitudinal (z0) and transverse
(d0) impact parameters are applied. For both electrons and muons, the requirement is |z0 sin θ| <
0.5 mm. Additionally, the transverse impact parameter significance must be |d0|/σd0 < 5 for
electrons and |d0|/σd0 < 3 for muons.

Muon candidates [139] are reconstructed by correlating track segments across different layers
of the muon spectrometer with tracks identified in the inner detector. These muon candidates
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then undergo a refitting process using the comprehensive track information from both detector
systems. They must satisfy pT > 10 GeV and |η| < 2.5, while also meeting loose identification
requirements [139].

Electrons are reconstructed by associating energy clusters in the electromagnetic calorimeter
with inner detector tracks [140]. They must have a pT > 10 GeV and |ηcluster| < 2.47, excluding
the transition region between the barrel and endcap calorimeters, 1.37 < |ηcluster| < 1.52.

4.4.2. Jets and b-tagged jets

In the calorimeters [141, 142], jets are reconstructed from clusters formed by energy deposition
using the anti-kt algorithm with a radius parameter R = 0.4 [143, 144]. The jets are calibrated
using simulations with adjustments from in situ3 methods [145]. Both |η| < 2.5 and pT > 25 GeV
must be satisfied by the jets. To eliminate jets associated with pileup vertices with pT < 60 GeV
and |η| < 2.4 [146], a Jet Vertex Tagger (JVT) is used. Depending on the jet pT, the total
uncertainty of the jet energy scale (JES) can range from 1% to 2%. The uncertainty of the JES
is decomposed into uncorrelated components [147, 148]. The JES takes into account variations
in the fraction of jets containing quarks and gluons in different physics processes.

Using a multivariate discriminant (MV2c10) combining data from track impact parameters
and secondary vertices [149–151], jets containing b-hadrons are identified as “b-tagged”. A work-
ing point is selected with an average efficiency in tt̄ events of 70% for b quark jets and rejection
factors of 380, 12 and 55 respectively against light quark/gluon jets, c quark jets and hadronically
decaying τ leptons.

The uncertainties in the b-tagging efficiencies [149] are decomposed into uncorrelated com-
ponents. For b-jets, the relative uncertainty of the b-tagging efficiency is about 2%; for c-jets
and τ -leptons, it is about 10%; and for light jets.

4.4.3. Hadronically decaying tau leptons

Clusters in the calorimeters and associated inner detector tracks are used to reconstruct hadron-
ically decaying τ lepton candidates (τhad) [152]. These candidates must have a total charge
of ±1 for one or three related tracks. They must also have |η| < 2.5 and pT > 25 GeV,
excluding the electromagnetic calorimeter transition zone. Also, the primary vertex is where
τhad candidates must come from. The τhad candidates are identified and the jet backgrounds are
discriminated using a Boosted Decision Tree (BDT) discriminant that includes variables from
both the calorimeter and the tracking systems [153].

The medium working point is set to achieve an efficiency of 55% (40%) for one (three) prong
τhad decays, while the tight working point aims for an efficiency of 40% (30%) for one (three)
prong τhad decays. Electrons that are reconstructed as one-prong are removed using a BDT
with an efficiency (rejection factor) of 95% (30–100%) for true (false) τhad candidates, with its

3 In situ techniques exploit the transverse momentum (pT) balance between a jet and a well-measured reference
object
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effectiveness varying according to their pT. The uncertainty associated with the identification
efficiency for τhad candidates is about 6% [153].

4.4.4. Missing transverse momentum

The missing −→pT
miss, denoted as Emiss

T can be defined as the negative vector sum of the pT of all
selected and calibrated objects within the event. It is further enhanced by an additional term
that includes momentum contributions from soft particles that are not associated with any of
the selected objects [154]. This soft term is computed from inner detector tracks matched to the
selected primary vertex.

4.4.5. Overlap removal

To distinguish between electrons and jets, both loose and tight electron identification criteria are
applied [155], using a likelihood discriminant that incorporates calorimeter, track, and combined
variables. For tight electrons, further requirements are imposed on the associated track pT

and the ratio of electron calorimeter energy to track momentum to better suppress material
conversion.

Muons must be separated from any selected jets by ∆R > min(0.4, 0.04 + (10 GeV)/pT,µ).
If two electrons are within ∆R = 0.1 of each other, only the electron with the higher pT is
considered. Moreover, any electron within ∆R = 0.1 of a muon is excluded.

Jets within ∆R = 0.3 of a selected electron or a τ lepton candidate that decays hadronically
are excluded. Furthermore, τhad candidates must be separated by ∆R > 0.2 from any selected
electron or muon candidate. Any τhad candidate that is also tagged as a b-jet is ignored.

Keep Remove Cone size ( ∆ R)
electron electron (low pT) 0.1
muon electron 0.1

electron jet 0.3
jet muon min (0.4, 0.04 + 10[GeV]/pT (muon))

electron tau 0.2
muon tau 0.2
tau jet 0.3

Table 4.2. Summary of the overlap removal procedure between electrons, muons, hadronically decaying
taus, and jets.

4.5. Tight light leptons definition

To further reduce the contribution of fake light leptons, a tighter selection criteria is applied.
This selection relies on isolation parameters and the results of two multivariate algorithms. The
specifics of this stringent selection process are elaborated below.
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4.5.1. Isolation variables

The selection includes isolation variables to ensure adequate separation of light leptons from other
particles. Isolation criteria are set based on the energy deposited in the detector environment
relative to the energy of the lepton. Both calorimetric and track-based isolation criteria are used
for electrons and muons, achieving 99% efficiency for Z → ℓ+ℓ− events. Calorimetric isolation
involves the summation of the transverse energies of the clusters within ∆R = 0.3 around the
light-lepton candidate, excluding the cluster of the electron candidate. Track isolation involves
the summation of the transverse momenta of tracks with pT > 1 GeV emanating from the primary
vertex, but excluding the light lepton candidate track, within ∆R = min(0.3, 10 GeV/pT (ℓ)).

4.5.2. Non-prompt leptons

The BDT discriminator, constructed from isolation and b-tagging variables and referred to as
the non-prompt lepton BDT [81], is used to identify non-prompt leptons produced at some
displacement from the interaction point. At the designated operating point, muons (electrons)
satisfying the calorimeter- and track-based isolation criteria show an efficiency of about 80%
(65%) at pT ∼ 20 GeV, rising to a steady 95% (90%) at pT ∼ 45 GeV.

4.5.3. Electron charge misidentification BDT

The removal of tight electrons with incorrect charge assignments is achieved by a BDT discrimi-
nator that relies on calorimeter and tracking characteristics [140]. This procedure achieves a 95%
efficiency for electrons with correct charge assignments and a rejection factor of approximately
17 for electrons with incorrect charge assignments.

4.5.4. Classification

The tight electron candidates are categorized into three groups: material conversions, internal
conversions, and very tight.

• Material conversion candidates exhibit a displaced vertex with a radius r > 20 mm, encom-
passing the electron-associated track. The invariant mass of the associated track and the
nearest opposite-charge track, reconstructed in the silicon detector at the conversion vertex,
must be less than 100 MeV

• Internal conversion candidates do not meet the material conversion criteria. The invariant
mass of the di-track system, calculated at the primary vertex, must also be less than 100
MeV.

• Conversely, very tight electron candidates are those that fail both material and internal con-
version criteria, with |η| < 2. This criterion excludes a small fraction of electrons with a high
rate of charge misidentification due to the limited number of hits used in track reconstruction
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e µ

L L* T T* L L* T/T*
Identification Loose Tight Loose Medium
Isolation No Yes No Yes
Non-prompt lepton veto No Yes No Yes
Charge misidentification veto No Yes N/A
Material/internal conversion veto No Yes N/A
Lepton |η| < 2.47 < 2 < 2.5
|d0|/σd0 < 5 < 3
|z0 sin θ| < 0.5 mm

Table 4.3. The requirements applied to select loose (L), loose and minimally-isolated (L*), tight (T)
and very tight (T*) light leptons [120].

Table 4.3 outlines the different types of light leptons utilized in the analysis. Although uncer-
tainties in their identification, isolation, reconstruction, and trigger efficiencies are considered,
their overall effect on the analysis remains minimal. Loose and tight electron identification
operating points are used as described in Ref. [71].

4.6. Event selection

Six final states (channels) shown in Figure 4.2, are analysed and classified according to the
number and flavour lepton candidates. Some channels are further subdivided to increase the
significance of the analysis. The selection criteria are orthogonal, meaning that each event
contributes to only one channel. The six channels are described in Table 4.4.

The analysis uses a dilepton trigger or a single lepton trigger to select events. The dielectron
and dimuon triggers are designed for channels with two or more light leptons. The pT threshold
for dielectron triggers is set at 24 GeV. For dimuon triggers, the leading muon has a pT threshold
of 22 GeV and the sub-leading muon has a threshold of 8 GeV. The electron+muon trigger
thresholds have remained consistent across all datasets, with electrons at 17 GeV and muons at
14 GeV.

Table 4.5 summarises the selection criteria for each channel, and Table 4.6 lists the strategies
for the six analysis channels. Multivariate techniques are used to separate the tt̄H signal from
the background in the 2ℓSS, 3ℓ and 1ℓ2τhad channels, with additional selection criteria used in
the 4ℓ channel. No additional selection is used in the 2ℓSS1τhad and 3ℓ1τhad channels. BDTs
trained with the TMVA package are used in the 2ℓSS and 1ℓ2τhad channels, while XGBoost is
used in the 3ℓ channel.



70 Chapter 4. tt̄H and tt̄W production in multilepton final states

1𝓁+2τ

4𝓁2𝓁SS+1τ 3𝓁+1τ

2𝓁SS+0τ 3𝓁+0τ

Number of  light 𝓁

N
u

m
b

e
r 

o
f 
τ h

a
d

Figure 4.2. tt̄H multilepton channels in terms of light lepton multiplicity and τhad multiplicity.

Category Description
2ℓSS two same-charge light leptons and no hadronically de-

caying τ -lepton candidates
3ℓ three light leptons and no hadronically decaying

τ -lepton candidates
4ℓ four light leptons

1ℓ2τhad one light lepton and two opposite-charge hadronically
decaying τ -lepton candidates

2ℓSS1τhad two same-charge light leptons and one hadronically de-
caying τ -lepton candidate

3ℓ1τhad three light leptons and one hadronically decaying
τ -lepton candidate

Table 4.4. Lepton categories and their descriptions.
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Channel Selection criteria
Common Njets ≥ 2 and Nb−jets ≥ 1
2ℓSS Two same-charge (SS) very tight (T*) leptons, pT > 20 GeV

No τhad candidates
m(ℓ±ℓ±) > 12 GeV
13 categories: enriched with tt̄H, tt̄W , tt̄, mat. conv, int. conv.,
split by lepton flavour, charge, jet and b-jet multiplicity

3ℓ Three loose (L) leptons with pT > 10 GeV; sum of light-lepton charges = ±1
Two SS very tight (T*) leptons, pT > 15 GeV
One OS (w.r.t the SS pair) loose-isolated (L*) lepton, pT > 10 GeV
No τhad candidates
m(ℓ+ℓ−) > 12 GeV and |m(ℓ+ℓ−) − 91.2 GeV| > 10 GeV for all SFOS pairs
|m(3ℓ) − 91.2 GeV| > 10 GeV
7 categories: enriched with tt̄H, tt̄W , tt̄Z, V V , tt̄, mat. conv, int. conv

4ℓ Four loose-isolated (L*) leptons; sum of light lepton charges = 0
m(ℓ+ℓ−) > 12 GeV and |m(ℓ+ℓ−) − 91.2 GeV| > 10 GeV for all SFOS pairs
m(4ℓ) < 115 GeV or m(4ℓ) > 130 GeV
2 categories: Zenr (Z-enriched;1 or 2 SFOS pairs) or Zdep (Z-depleted; 0 SFOS pairs)

1ℓ2τhad One tight (T) lepton, pT > 27 GeV
Two OS τhad candidates
At least one tight τhad candidate
Njets ≥ 3

2ℓSS1τhad 2ℓSS selection, except: One medium τhad candidate
Njets ≥ 4

3ℓ1τhad 3ℓ selection, except:
One medium τhad candidate, of opposite charge to the total charge of the light leptons
Two SS tight (T) leptons

Table 4.5. Selection criteria applied to the channels. The common selection criteria for all channels are
listed in the first line under the title “Common”. Same-charge (opposite-charge) lepton pairs are also
referred to as same-sign (opposite-sign) with the abbreviation SS (OS). Same-flavour (SF), OS lepton
pairs are referred to as SFOS pairs. In the categories for conversions, the selection requirements on one

of the leptons are loosened as discussed in Section 4.4 [120].
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4.7. Categorisation

The 2ℓSS channel defines five event categories for background determination. Two require an
electron from internal or material conversion. The other three, called “low jet multiplicity (LJ)”,
require two or three jets and are grouped by the flavour of the sub-leading lepton, with further
subdivisions based on the number of b-jets.

Two BDTs are trained on events with four or more jets to separate the signal from the
non-prompt background and tt̄W events. These are divided into categories enriched in signal,
tt̄W and tt̄ events, further subdivided by lepton charge, resulting in six additional background
categories and two signal categories, known as “high jet multiplicity (HJ)” categories. In total,
there are 13 categories in the 2ℓSS channel.

The 3ℓ channel uses a five-dimensional multinomial BDT targeting five classifications: tt̄H,
tt̄W , tt̄Z, tt̄ and diboson, resulting in five categories. Two additional categories are defined for
transformations by relaxing the electron requirements, giving a total of seven categories.

Cross-check analysis using cut-and-count categorisation is developed for the 2ℓSS and 3ℓ
channels, following the same event selection and defining categories based on variables such as
jet multiplicity and lepton flavour.

In the 1ℓ2τhad channel, three categories are defined using a BDT to distinguish signal from
background.

A total of 877 events are selected in 25 categories with signal-to-background ratios ranging
from 0.3% to 104% as shown in Figure 4.3. The total expected number of reconstructed signal
events is 170, or 0.42% of all events produced. In the 2ℓSS1τhad and 3ℓ1τhad channels, about
20% of the selected events are non-prompt leptons or fake τhad candidates, treated as signal and
corrected with specific normalisation factors. The full details can be found in Ref. [120].

4.8. Background overview and estimation

Backgrounds are divided into irreducible and reducible types. Irreducible backgrounds include
all prompt leptons produced in W/Z boson decays, leptonic τ decays or internal conversions.
Reducible backgrounds include prompt leptons with misassigned charge (QMisID), non-prompt
light leptons, or jets misidentified as τhad candidates. QMisID and fake τhad backgrounds are
estimated using data-driven techniques, while others are estimated using simulations.

Reducible backgrounds contain at least one charge-flip electron or a non-prompt lepton (here-
after referred to as a fake lepton) or a fake hadronic tau, depending on the channel. These re-
ducible backgrounds originate mainly from the tt̄ production in the HF decay. The procedure for
estimating the light lepton fakes is the same for the three relevant channels - 2ℓSS, 2ℓSS + 1τhad,
and 3ℓ, and involves a template fit. A similar strategy is used for the 4ℓ channel.

To capture the 0τhad → 1τhad extrapolation, the 2ℓSS+1τhad channel also uses the alternative
fake factor ABCD method for systematic comparison.

The estimate for fake τhad background events is estimated in the 2ℓOS + 1τhad channel and
used in the 3ℓ+1τhad and 2ℓSS+1τhad analyses. The 1ℓ+2τhad channel uses a fully data-driven
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Figure 4.3. Pre-fit S/B (black line) and S/
√
B (red dashed line) ratios for each analysis category. The

background prediction methods are described in Section 4.8 [120].

approach to estimate the fakes. Table 4.6 summarises the non-prompt lepton strategy in each
channel.

4.8.1. Irreducible backgrounds

Background contributions with prompt leptons arise from different processes, with the relative
importance of each process varying between different channels. The primary irreducible back-
grounds arise from tt̄W and tt̄ (Z/γ∗) production, followed by V V production (in particular
WZ), which exhibits final states and kinematic properties similar to those of the tt̄H signal.
Smaller contributions come from rare processes, including tZ, tW , WtZ, tt̄WW , V V V , tt̄t and
tt̄tt̄ production.

The associated production of single top quarks with a Higgs boson, tH, accounts for a maxi-
mum of 2% in any SR, while other Higgs boson production mechanisms contribute insignificantly
< 0.2% in any SR. They are therefore considered to be background processes and are fixed to
the predictions of the Standard Model. Backgrounds with prompt leptons are estimated from
simulations using the samples described in Section 4.3.1, which also addresses the systematic
uncertainties in modelling these processes.

tt̄W background
The tt̄W background emerges as the dominant background, particularly in the 2ℓSS and 3ℓ
channels. Despite the use of advanced simulations, accurate modelling of the additional QCD
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Figure 4.4. Comparison between data and signal-plus-background prediction for the distribution of
jet multiplicity in (a) the 2ℓSS channel and (b) the 3ℓ channel after event selection and before further
event categorisation (Section 4.6). The background contributions after the likelihood fit (“Post-Fit”)
are shown as filled histograms. The total signal-plus-background prediction before the fit (“Pre-Fit”) is
shown as a dashed blue histogram. The tt̄H signal, scaled according to the results of the fit, is shown
as a filled red histogram added to the post-fit background. The size of the combined statistical and
systematic uncertainty in the signal-plus-background prediction is indicated by the blue-hatched band.
The ratios of the data to the total pre- and post-fit predictions are shown in the lower panel. The last

bin in each figure contains the overflow [120].

radiation in tt̄W production remains a challenge. To address this, categories sensitive to the
tt̄W background are included in the analysis to study and constrain this background.

Figure 4.4 shows the jet multiplicity distributions in the 2ℓSS and 3ℓ channels after event
selection, after a likelihood fit (5.8) to the data, revealing discrepancies between the data and the
predictions. To reduce the dependence of the tt̄H signal extraction on the tt̄W prediction, three
independent normalisation factors for the tt̄W background are introduced into the likelihood fit,
two corresponding to the LJ and HJ categories of the 2ℓSS channel, and one for the 3ℓ channel
categories.

The measured normalisation factors are λ̂2ℓLJ
tt̄W = 1.56+0.30

−0.28, λ̂2ℓHJ
tW̄ W

= 1.26+0.19
−0.18, and λ̂3ℓ

tt̄W =
1.68+0.30

−0.28. After applying background corrections from the likelihood fit, in particular the tt̄W
normalisation factors, the agreement with the data is improved (Figure 4.4).

Additional uncertainties associated with the modelling of the b-jet multiplicity and the W
boson charge asymmetry in the tt̄W background are introduced to account for the observed dis-
crepancies in the shape of these distributions between the data and pre-fit background predictions
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Figure 4.5. Comparison between data and signal-plus-background prediction for the event yields in (a)
the 2ℓSS channel and (b) the 3ℓ channel after event selection and before further event categorisation
(Section 4.6), split into four separate categories depending on the total charge and b-jet multiplicity.
Additionally, the events in (a) are required to have four or more jets. The background contributions
are shown as filled histograms after the likelihood fit (“Post-Fit”). The total signal-plus-background
prediction before the fit (“Pre-Fit”) is shown as a dashed blue histogram. The tt̄H signal, scaled
according to the fit results, is shown as a filled red histogram added to the post-fit background. The
size of the combined statistical and systematic uncertainty in the signal-plus-background prediction is
indicated by the blue-hatched band. The ratios of the data to the total pre- and post-fit predictions

are shown in the lower panel [120].

in the 2ℓSS and 3ℓ channels (Figure 4.5). The uncertainty associated with the b jet multiplicity
distribution is ±25% (∓35%) for events with exactly one (at least two) b jets. Meanwhile, the
uncertainty associated with the total charge distribution is ±20% (∓35%) for events with positive
(negative) total charge. These additional uncertainties, called “extrapolation” uncertainties, are
treated as uncorrelated between the 2ℓSS and 3ℓ channels. In total, 41 uncertainties are included
in the statistical model to describe the tt̄W background.

Other irreducible backgrounds
The total yields in the 3ℓtt̄Z and 3ℓV V control regions play a crucial role in the likelihood fit,
improving the accuracy of background estimates from tt̄(Z/γ∗) and V V processes. Background
estimates from internal conversions with m(e+e−) < 1 GeV are based on two dedicated control
regions (2ℓIntC and 3ℓIntC). The total yield of each category is included in the likelihood fit to
obtain the normalisation factor λ̂IntC

e = 0.83 ± 0.32, where statistical uncertainty dominates.
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The validity of the internal conversion background normalisation is confirmed by a compari-
son between data and scaled simulation in a validation region enriched in Z → µ+µ−γ∗(→ e+e−)
candidate events. This region requires two oppositely charged muons and one electron to satisfy
the internal conversion criteria. The observed and predicted yields agree to within 25% [120]
which is the systematic uncertainty associated with extrapolating the estimate from the internal
conversion control regions to the other event categories.

4.8.2. Reducible backgrounds

The reducible backgrounds arise from events in which at least one of the light leptons does not
originate from the decays of electroweak bosons, but rather from alternative sources. These
sources typically include decays of heavy-flavoured hadrons, photon conversions, and misiden-
tification or misconstruction of particles, such as hadronic jets or prompt light leptons with
misidentified charges. Light leptons originating from such sources are subsequently called fake
light leptons.

Charge misassignment
Backgrounds involving leptons with incorrectly assigned charges mainly affect the 2ℓSS and
2ℓSS1τhad channels, mainly due to the tt̄ production. This occurs when an electron undergoes
hard bremsstrahlung or asymmetric conversions (e± → e±γ∗ → e±e+e−), or when a track
curvature is mismeasured. The muon charge misassignment rate is negligible in the pT range
relevant to this analysis.

In the data, the electron charge misassignment rate is measured using Z → e+e− events
reconstructed as both same-charge and opposite-charge pairs, with background subtraction via
a sideband method. This rate is measured separately for three types of tight electrons (internal
conversion, material conversion and very tight), parameterised by the electron pT and |η|. For
very tight electrons, it ranges from about 10−5 for low pT electrons (15 ≤ pT ≤ 90) GeV at
|η| ≤ 1.37 to about 3 × 10−4 for high pT electrons (pT ≥ 90) GeV at 1.52 ≤ |η| ≤ 2. The
measured charge mismatch rate is then applied to data events meeting the requirements of the
2ℓSS and 2ℓSS1τhad channels, additionally, both leptons must have opposite charges, to estimate
the QMisID background in each corresponding event category.

The total systematic uncertainty in the estimate of the charge misalignment background for
very tight electrons is about 30%, with the main contribution coming from closure tests at low
pT and from statistical uncertainties at high pT.

Non-prompt light leptons
Non-prompt leptons originate from material conversions, decays of heavy flavour hadrons, and
improper reconstruction of other particles, and vary depending on the event category. The main
contribution to the non-prompt lepton background comes from tt̄ production, followed by much
smaller contributions from V+jets and single-top quark processes. This background is estimated
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from simulations with data-driven corrections in the 2ℓSS, 3ℓ, 4ℓ and 2ℓSS1τhad channels. The
detailed analysis can be found in Ref. [120]

Fake τhad candidates
In both the 2ℓSS1τhad and 3ℓ1τhad channels, the primary source of the fake τhad background
arises from events involving tt̄ and tt̄V , where a jet is misidentified as a τhad candidate. A
control region is defined that requires two oppositely charged leptons, at least three jets (with
at least one b-tagged), and at least one τhad candidate. This control region, which is particularly
enriched in dileptonic tt̄ events, ensures that the selected τhad candidates are predominantly
from misidentified jets. A normalisation factor is derived which is applied to correct the possible
mismodeling of the fake τhad simulation.

The normalisation factor is determined based on pT (τhad) and applied categorically separately
for single and triple τhad candidates. For one-pronged (three-pronged) τhad candidates, the
normalisation factors vary from 1.05±0.06 (1.25±0.42) for pT (τhad) in the range of 25–45 (25–50)
GeV to 0.64±0.12 (0.52±0.71) for pT (τhad) ≥ 70 (75) GeV. The systematic uncertainties include
statistical uncertainty, uncertainties associated with the contribution of true τhad candidates
subtracted from data, and deviations in the normalisation factors between the control region
and a validation region enriched in Z+jets events. The cumulative systematic uncertainty is on
average 13% (60%) for one-pronged (three-pronged) τhad candidates and depends on pT (τhad).

Simulated events with both a non-prompt light lepton and a fake τhad candidate are scaled
by the product of their respective per-lepton normalisation factors. The fraction of fake τhad

background with an electron misidentified as a τhad candidate is about 10% and is estimated
from the simulation.

The primary background in the 1ℓ2τhad channel comes from tt̄ production, often with one or
two fake τhad candidates. As a jet in tt̄, events are equally likely to be reconstructed as positively
or negatively charged τhad candidates. A systematic uncertainty of 30% for the estimated fake
τhad background in the SR is obtained by a closure test of the method in simulation.

4.9. 2ℓSS1τhad channel

In this channel, about 60% of the tt̄H signal events originate from H → τ+τ− decays, while the
remaining 40% originate from H → WW ∗ decays. A typical tt̄H signal event is characterised
by the presence of two prompt4 light leptons of the same charge, a hadronically decaying tau
lepton, missing energy from four neutrinos, high jet multiplicity and b quark jets. Examples of
tree-level Feynman diagrams illustrating the tt̄H signal in the 2ℓSS1τhad channel are shown in
Figure 4.6.

Light leptons of the same charge, regardless of flavour (e±e±, e±µ±, µ±µ±), are typically
produced by the successive decays of a τ lepton from the Higgs boson and a W boson from a

4 An isolated lepton resulting from the decay of W , Z or Higgs bosons is called a “prompt” or “real” lepton.
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top quark, both of which carry electric charges of the same sign, especially in the H → τ+τ−

decay process. In particular, the hadronically decaying tau lepton usually carries an electric
charge opposite to that of the light leptons. In such cases, four reconstructed jets are expected,
not counting additional jets from initial and final state radiation, two of which are initiated by
b quarks.

The 2ℓSS1τhad channel exhibits the highest sensitivity among the channels with τhad candi-
dates, a consequence of numerous improvements specifically tailored to this channel. Due to the
presence of two same-charge light leptons and stringent criteria for a τhad candidate, together
with a high jet multiplicity, relatively low events are expected in this channel.

4.9.1. Fake lepton estimation

The accurate modelling of fake leptons is challenging and unreliable. Data-driven approaches
are commonly used to estimate the contributions of fake leptons.

Estimation of fake with fake factor method
Background contributions from non-prompt light leptons and photon conversion, mainly from tt̄

and tt̄γ processes, are estimated from data. Estimation of fake light leptons 5 background, the
fake factor (FF) method is used.

The FF method is a data-driven (DD) approach used to evaluate both the normalisation and
the shape of backgrounds with fake light leptons. It uses a data set enriched in events with fake
light leptons in regions orthogonal to the SR to estimate the contribution of fake light leptons
to the SR. This method considers backgrounds with either single or multiple fake light leptons.
The basic procedure of the FF method is outlined below.

First, a anti-tight selection is defined by reversing the identification and isolation variables
for the light lepton. A light lepton that passes this selection is referred to as an anti-tight light
lepton. A FF is computed using the tight and anti-tight criteria in dedicated control regions,
called “FF regions”, which are enriched with fake light leptons having similar kinematics and
composition to those in the SR where the background estimation is performed. The FF denotes
the probability that a fake light lepton satisfies the tight criteria and is identified as a signal
lepton. It is expressed as:

F = Nℓℓ

Nℓ�ℓ
, (4.1)

where Nℓ and N
�ℓ
are the number of events with tight and anti-tight lepton selections respectively.

The FF can depend on the light lepton kinematics such as pT, and the additional activity in the
event. Thus, the FF can be calculated as a function of the light lepton pT.

5 Herein, the term “fake light leptons” refers exclusively to non-prompt light leptons and photon conversion.
In the figures, it is labelled “fake lepton”.
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Figure 4.6. Examples of tree-level Feynman diagrams of a tt̄H signal with 2ℓSS1 τhad final state, where
the Higgs boson decays into a pair of (a) τ leptons and (b) W bosons. The hadronically decaying tau

lepton, τhad, is either 1 - or 3 -track candidate with an opposite charge to that of the light leptons.
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fℓ(i) = Nℓ(i)
N
�ℓ
(i) , (4.2)

where i refers to the bin ith pT. The FF is applied to events in a control region similar to that of
the SR, except that the light lepton is required to satisfy the anti-tight selection. The background
contribution of fake light leptons in the SR is estimated as:

N fake
SR =

∑
i

fℓ(i) ×NCR

�ℓ
(i), (4.3)

where N fake
SR is the estimated number of events with fake light leptons in the SR, and the sum is

over ith pT bins of the FF. fℓ(i) is the FF of the given pT of the light lepton and NCR

�ℓ
(i) is the

number of events in the extrapolation CR.

Estimation strategy in the 2ℓSS1τhad channel
To estimate the contribution of fake lepton background events in the 2ℓSS1τhad channel, a
data-driven FF method is employed. The sideband control regions, denoted B, C, and D, are
defined in a two-dimensional space using two variables: Number of Jets (Njets) 6 and the number
of light leptons passing the “anti-tight” selection ��T 7

A schematic representation of these control regions is provided in Figure 4.7. The control
regions are designed to mimic the characteristics of the SR while enriching the composition with
fake leptons. Regions C and D correspond to the low jet multiplicity regions 2 ≤ Njets ≤ 3, while
region B follows the same jet selection criteria as the SR A.

• Region C: This region requires exactly two tight light leptons, ensuring high purity for real
leptons while maintaining sufficient statistics for background estimation.

• Region D: This region relaxes the lepton identification criteria compared to region C. It
requires one tight and one anti-tight light lepton and is enriched in the number of events
containing fake leptons.

To improve the statistical power of these control regions and leverage the similarity in fake
lepton composition between the 2ℓSS and 2ℓSS1τhad channels, both regions C and D require either
zero or one reconstructed τhad candidate. A complete definition of all control regions, including
the specific lepton identification criteria and τhad selection, is provided in Table 4.7.

The FF for electrons and muons is calculated as follows:

fℓ(i) = NC
T T (i)

ND
T�T (i) , (4.4)

6 This variable helps differentiate between signal and background processes with different jet production rates.
7 The “anti-tight” selection is a looser identification criterion compared to the SR, allowing for the enrichment

of events containing fake leptons.
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TT TT

Njets ≥ 4

2 ≤ Njets ≤ 3

A

C D

B

Figure 4.7. Schematic representation of the regions used in the FF method. The FF fℓ is derived from
the “FF regions” C and D. This FF is then applied to the region B to estimate the fake light lepton
background in the SR A. T(�T ) represents the tight (anti-tight) light lepton. All the control regions are

orthogonal to the SR [156].

Common (CR C and CR D)
Number of light leptons 2, with same-charge
Lepton flavor ee, µµ

Light leptons pT ≥ 20GeV
Z-veto |m(ee) − 91.2GeV| > 10GeV
Trigger requirement SLT OR DLT
Trigger-matched leptons ≥ 1
Number of jets 2 AND 3
Number of b-tagged jets ≥ 1
Number of τhad candidate 0 OR 1

Table 4.7. Definition of the control regions used for measuring the electron and the muon fake factors.
The common selection criteria for regions C and D are listed under the title “Common”.
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where NC
T T and ND

T�T
8are the number of events in regions C and D, respectively, and i refers to

the ith pT bin. The contributions of charge misidentification background and the backgrounds
with prompt light leptons and the tt̄H signal are subtracted from control regions C and D.

The fake factors are calculated only as a function of lepton pT and found to be stable with
respect to the η of the light lepton.

The region B is required to satisfy the same event selection as the SR (Table 4.5) except that
one of the light lepton must be anti-tight. The fake factors are applied to the events in the region
B event-by-event as a global event weight to estimate the fake light lepton background in the SR.
The final number of events with fake light leptons in the SR is estimated as:

N fake
A =

∑
i

fℓ(i) ×NB
T�T (i), (4.5)

where NB
T�T is the number of events in region B, and the sum is over pT bins of the light lepton

FF 9. The contribution of the backgrounds with prompt light leptons, QMisID, and tt̄H are
subtracted 10 from NB

T�T . In the case of opposite-flavour eµ, µe leptons, both the pair of tight
electron and anti-tight muon (e�µ) and the tight muon and anti-tight electron (µ�e) are considered,
separately. Furthermore, the fake τhad candidates which arise from the tt̄ process, as described
later, are not accounted for separately as it is assumed that the fraction of real and fake τhad

candidates is similar in the signal and the extrapolation region B. Thus, the estimated number of
events with fake light leptons in the SR A, N fake

A , also include events with both fake light lepton
and fake τhad candidates.

The FF procedure is validated by checking that it correctly reproduces the SR event yield
and the shape expected in tt̄ simulation, as detailed in the following.

Assumptions of the method
In order for the FF procedure to work in the 2ℓSS1τhad channel, the following assumptions are
made:

• The sources of the fake light leptons have the same composition in the SR and the control
regions

• The backgrounds with prompt light leptons from different processes are known and their
modelling by MC simulation is reliable, as the contribution of these backgrounds is subtracted
from the control regions

• The major source of fake light leptons is the non-prompt light leptons from the tt̄ process,
or that the fake light leptons from different sources have the same FF

8 The events with bith anti-tight leading and subleading light lepton
(
ND

�T T

)
are considered. For brevity, only

the symbol ND

T�T
is used in the text and equation 4.4. The same applies to region B as well in equation 4.5.

9 In practice, the pT of the anti-tight lepton in the event in region B is used to select the corresponding pT bin
of the light lepton FF.

10 Due to event-by-event application of the fake factors, the subtraction is done only at the end.
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Figure 4.8. Sub-leading fake electron (top) and muon (bottom) origin fraction in tt̄. The last bin
corresponds to the SR.

• The FF is stable with respect to the jet multiplicity, η, and ∆R(ℓ, jet)
• The fraction of real and fake τhad candidates is similar in both SR and the extrapolation

region B
• The ratio of the number of events in the SR and the control regions fulfil: NA

NB
= NC

ND



4.9. 2ℓSS1τhad channel 85

Figure 4.9. Fake τ origin fraction in SR for all the processes.

Composition of the fake light leptons
In the 2ℓSS1τhad channel, the main fake background is tt̄ where one of the leptons comes from
(HF) b-hardron, and c-hardron decays aka non-prompt leptons. Only thirteen raw events are
observed in tt̄ after passing the tight SR cuts (Table 4.5). The origin of the fake electron and
muon is shown in Figure 4.8 in the SR and in the CR C and D as well as in the CR B.

For muons, the dominant fake source is heavy flavour b, c jets produced in tt̄ semileptonic
processes. Other fake sources are light-flavoured, τ lepton (excluding when τ originated from
gauge bosons or top quarks in which case leptons are classified as prompt). In case the truth
matching algorithm fails to find the origin of the lepton, they are labelled as “Unknown”.

For electrons, the dominant fake sources are heavy flavour and photon conversions. These
photons can originate from ISR/FSR or π0 decay products or radiate off the top, anti-top quark
and interact with the detector material to produce a pair of electrons of which only one gets
reconstructed. In SR three HF non-prompt electron events are contributing in tt̄, and two raw
electron events pass the SR selection for the tt̄γ process. Other spurious sources are light, τ
leptons and hadrons.

Composition of the fake τ

In the tt̄ background, a jet can fake a τ and enter the SR or any of the control regions. Figure 4.9
shows the origin of fake taus for each process in the SR. Mostly light jets are faking taus. It can
be seen that the processes like tt̄W , tt̄Z, VV and even tt̄H also have fake taus.

In summary, in tt̄ one of the leptons is always fake, and τ is fake as well. There are only
these two cases with fake lepton and τ :
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• One lepton is fake and comes from HF decays. The other lepton is real and comes from top
to W boson decays. The τhad is real and comes from top to W boson decays. Only one jet is
b-tagged i.e. additional three jets are required to fulfil the SR criteria.

• One lepton is fake and comes from HF decays. The other lepton is real and comes from top
to W boson decays. The other top-to-W boson decays hadronically into two jets where one
of the jets is a fake τ . There are two jets left, out of which one is b-tagged i.e. additional
two jets are required to fulfil the SR criteria.

There is no such event found where both leptons and τhad are all fake, and no events where
τhad is real while both leptons are fake.

Measurement of electron and muon fake factors
Two CRs namely C and D are constructed for the e and µ FF calculation.

• CR C: Two leptons pass the tight selection, same-sign, 2≤ Jets ≤3, zero OR exactly one τhad

• CR D: One tight and one anti-tight lepton, same-sign, 2≤ Jets ≤3, zero OR exactly one τhad

All the other event selection cuts in the CR C and D are the same as in the SR. In the following,
the anti-tight e or µ is denoted as T̸ . The 2ℓSS requirement is applied to increase the statistics
in these CRs.

The processes tt̄W , tt̄Z, diboson which produces two real prompt leptons are subtracted from
the CR C and D, and there is a non-negligible amount of charge flip. These charge flip yields are
estimated from data using OS leptons and then subtracted. All the tt̄H signal yields are also
subtracted. In the CR C, where both leptons are tight, the sub-leading lepton pT is taken for FF
calculation while in the CR D the pT of the anti-tight lepton is used.

The charge flip yields are usually estimated from data by inverting the same charge to the
opposite charge. In CR D one of the electrons is anti-tight and both electrons are required to
be OS, which results in poor statistics. Because of the OS requirement, both leptons are real,
and thus they do not pass the anti-tight selection. Therefore, the charge flip yield estimation is
unreliable for this CR and is taken from MC.

The CR B is an extrapolation CR used for the estimation of the fakes in the SR. The definition
of this CR is:

• CR B: At least one anti-tight lepton, exactly one τhad, all the other event selection cuts are
the same as in SR 4.5.

The e and µ fake factors are then applied to CR B using the pT information of anti-tight
lepton to estimate the e and µ fakes in the SR. In OF events, the electron fake factors are
applied after requiring electrons to be anti-tight, and muon fake factors after requiring muons
to be anti-tight.

The final fake estimation in the SR is estimated according to the equation 4.5. The inclusive
yields in CR B,C,D are given in Table 4.8. Figure 4.10 shows the e and µ DD FFs before and
after background subtraction.
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Electron fake factors

Muon fake factors
Figure 4.10. The electron and muon fake factors as a function of pT using tt̄ and tt̄γ samples.
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B C D

tt̄H 2.04 ± 0.05 23.87 ± 0.18 10.63 ± 0.12
tt̄ 51.44 ± 3.11 232.55 ± 6.84 8171.63 ± 40.95
tt̄W 1.29 ± 0.13 262.48 ± 1.81 57.00 ± 0.87
tt̄Z 1.48 ± 0.15 29.72 ± 0.38 10.94 ± 0.36
Di-boson 0.35 ± 0.08 84.43 ± 1.19 37.08 ± 1.55
Rare 1.19 ± 0.10 45.07 ± 0.98 43.53 ± 1.70
ttγ 0.66 ± 0.16 21.92 ± 1.01 87.68 ± 2.13
Total Background 56.73 ± 3.13 684.40 ± 7.40 8407.29 ± 41.08
Data 65.00 768.00 9176.00

Table 4.8. Inclusive yields in B, C, and D regions.

Closure test
A closure test is performed on the tt̄ MC sample to validate the FF method by comparing the
prediction in the SR with the fake estimate obtained by the FF method. Figure 4.11 shows
the electron and muon fake factors in tt̄ used for the fake estimation. The tt̄γ sample is also
used to estimate the electron FF. An overlap removal is applied between tt̄ and tt̄γ to avoid
double-counting events with real γ.

The non-closure and its uncertainty are defined as:

Non− closure = NMC −NF ake

NF ake

, (4.6)

Non− closure uncertainty = NMC

NF ake

×
√

( σMC

NMC

)2 + ( σF ake

NF ake

)2, (4.7)

The closure test is performed inclusively. The events with charge flip electrons are vetoed for
the closure test. The results of the closure test are summarized in Table 4.9.

The final fake estimation yields is:

NF ake = 2.10 ± 0.30(stat.) ± 0.76(syst.) (4.8)

Dependence on Njets, η, and ∆R
The assumption that fake factors are stable with respect to Njets, η, and ∆R was checked.
Figure 4.12 shows the fake factors as a function of NJet, and no dependence was observed.
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Electron fake factors

Muon fake factors
Figure 4.11. The electron and muon as function of pT fake factors before and after prompt background

subtraction.

SR yields FF estimation non-closure in [%]

Electron tt̄+tt̄γ 0.77 ± 0.36 0.58 ± 0.05 32.65 ± 63.41
Muon tt̄ 1.05 ± 0.40 0.94 ± 0.85 11.99 ± 43.73

Inclusive tt̄ 1.71 ± 0.53 1.51 ± 0.09 25.85 ± 35.61
Inclusive tt̄+tt̄γ 1.93 ± 0.54 1.53 ± 0.09 25.58 ± 36.35

Table 4.9. Closure test results using tt̄+tt̄γ MC samples.
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Figure 4.12. The fake factors as a function of NJets using tt̄ and tt̄γ MC samples (no data is used
because the high jet multiplicity region is blinded).

The CR C and D selections were applied, except for the jet multiplicity cut, for the FF
estimation as a function of NJet. To avoid overlap in region C with the blinded signal data, tt̄
and tt̄γ simulation samples were used.

In the FF method, the extrapolation from low jet multiplicity to high jet multiplicity was
valid, and there was no bias due to this extrapolation. Furthermore, the dependence of fake
factors as a function of lepton η was also checked using the same CR C and D selection. Figure 4.13
shows the e and µ fake factors as a function of η before and after background subtraction. The
fake factors were stable with respect to lepton η.

Finally, the fake factors as a function of ∆R between the leading lepton and the closest
jet, before and after background subtraction, are shown in Figure 4.14, and no dependence was
observed.
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Electron η fake factors

Muon η fake factors
Figure 4.13. The DD electron and muon η fake factors before and after background subtraction.
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Figure 4.14. The fake factors as a function of ∆R between leading lepton and closest jet before and
after background subtraction.
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4.10. Systematic uncertainties

Statistical and systematic uncertainties limit the sensitivity of an analysis. Systematic uncer-
tainties can arise from an incomplete understanding of the various sources of mismeasurement
associated with physical objects, together with relevant theoretical uncertainties. These un-
certainties are commonly divided into three categories: experimental uncertainties, modelling
uncertainties related to background processes, and theoretical uncertainties related to signal
processes.

A summary of systematic uncertainties is given in this section. An overview can be found in
Table 4.10.

Systematic uncertainty Components
Luminosity (N) 1
Pileup modelling 1
Physics objects

Electron 8
Muon 11
Tau 7
JES and resolution 28
Jet vertex fraction 1
Jet flavour tagging 17
Emiss

T 3
Total (Experimental) 77
Data-driven background estimates

Non-prompt light-lepton estimates (3ℓ, 3ℓ1τhad ) 1
Fake τhad estimates 6
Electron charge misassignment 2

Total (Data-driven reducible background) 9
Template fit uncertainties

Material conversions 1
Internal conversions 1
HF non-prompt leptons 18
LF non-prompt leptons 2

Total (Template fit) 22

Systematic uncertainty Components
tt̄H modelling

Renormalisation and factorisation scales 3
PS and hadronisation model 1
Higgs boson branching ratio 4
Shower tune 1
PDF 32

tt̄W modelling
Radiation 1
Generator 1
PDF 32
Extrapolation 4

tt̄ (Z/γ∗) (high mass) modelling
cross-section (N) 2
Generator 1
Renormalisation and factorisation scales 3
Shower tune 1

tt̄ modelling
Radiation 1

WZ modelling
HF composition (N) 3
Shower tune 1

Other background modelling
cross-section (N) 22

Total (Signal and background modelling) 120
Total (Overall) 218

Table 4.10. Sources of systematic uncertainty considered in the analysis. “N” means that the uncer-
tainty is taken as normalisation only for all processes and channels affected. Some of the systematic
uncertainties are split into several components, as indicated by the number in the rightmost column.

The PDF uncertainties are correlated between the tt̄H signal and the tt̄W background [120].

4.10.1. Experimental uncertainties

Experimental uncertainties are related to the trigger efficiency, reconstruction and identification
of the physics objects described in Section 4.4 and the global event activities.
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Event-wide uncertainties
Event-wide uncertainties, which are independent of specific processes, affect the overall normal-
isation of the processes and are influenced by both luminosity and pileup measurements. In
the tt̄H analysis, the uncertainty in the combined 2015-2017 integrated luminosity is 2%. This
value is obtained by calibrating the luminosity scale using x-y beam separation scans, following
a methodology similar to that described in Ref. [157], and relying on the LUCID-2 detector for
the baseline luminosity measurements [83]. This luminosity uncertainty is applied uniformly
to each MC simulated process. In addition, an uncertainty associated with MC scale factors
is incorporated to account for differences in the pile-up distributions between data and MC
simulations.

Light lepton uncertainties
The performance of electron and muon reconstruction, identification, isolation, and triggering
differs between data and MC. To correct for these differences, scale factors are applied, and
estimated using the tag-and-probe method [158, 159]. The associated systematic uncertainties
resulting from these corrections are then incorporated into the final distributions used in the
analysis. Furthermore, additional uncertainties related to lepton kinematics, arising from the
resolution and scale of the electron energy (muon momentum) measurement, are also taken into
account.

Jet uncertainties
Systematic uncertainties associated with the reconstructed jet objects are related to the JVT,
the JES and the Jet Energy Resolution (JER).

JVT systematic uncertainties are determined by varying the JVT cut up and down using
the JetVertexTaggerTool [160]. This uncertainty takes into account the residual contamination
from pile-up jets after the application of pile-up suppression and the choice of MC generator.
The modelling of JVT is validated using Z(→ µµ)+ jet events and semileptonic tt̄ events.

Several sources contribute to the uncertainties associated with JES and JER, each asso-
ciated with specific aspects of the JES and JER calibration measurements are considered in
Section 4.4.2. These uncertainties arise from the techniques and corrections derived in MC and
include statistical, detector and modelling effects, jet flavour composition, pileup corrections and
η dependence effects.

JES-related uncertainties consist of 30 (27) components used in the analysis, each with
up/down variations and potentially different dependencies on jet pT and η.

JER is measured independently for both data and MC using in situ techniques similar to
those described in Ref. [161]. The expected fractional jet pT resolution is derived using the
JERSmearingTool, which is a function of the jet pT and velocity. The systematic uncertainty
is quantified as the quadratic difference between the JER for the data and the MC simulation.
In the tt̄H analysis, a single comprehensive uncertainty is used to account for all JER-related
effects.
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Flavour tagging uncertainties
Flavour tagging uncertainties are associated with b-tagging efficiencies, as well as c- and light-jet
mis-tagging efficiencies. These uncertainties comprise a mixture of statistical, experimental and
modelling uncertainties arising from the flavour tagging calibration procedures. They affect the
analyses through their influence on the scaling factors. In this analysis [120], where fewer b-jets
are required in the SR the corresponding uncertainties have a reduced impact on the result.

Missing transverse energy
Systematic variations in Emiss

T arise as a result of the systematic variations associated with the
objects (jets and leptons) provided as input to the Emiss

T calculation. Additional uncertainties
associated with the scale and resolution of the soft term in the Emiss

T calculation are also taken
into account. The uncertainty is estimated using events without real Emiss

T , namely Z → ℓℓ

[162]. In this case, the soft term should be balanced against the object-based term to satisfy the
no Emiss

T requirement, but resolution effects spoil the equivalence between soft and hard terms.
This non-compensation between soft and hard terms is measured in the data and compared with
the MC simulation. The difference is considered as uncertainty.

4.10.2. Background uncertainties

Modelling uncertainties related to background processes need to be considered. These in-
clude variations in normalisation or kinematics (shape). Normalisation uncertainties include
cross-section uncertainties derived from theoretical calculations or other measurements. Shape
uncertainties are typically assessed by data-driven methods or by comparison with MC simula-
tions. By contrasting the nominal MC simulation with an alternative MC simulation in which
theoretical or phenomenological parameters are varied, the effect of the underlying assumptions
made in the MC simulation can be estimated.

tt̄W production
Given the importance of the tt̄W production, the modelling uncertainties are carefully derived.
The absence of higher-order corrections and the discrepancies found between data and MC
simulation for the tt̄W process necessitates a novel approach to its modelling. The systematic
uncertainties associated with the tt̄W process include:

• The uncertainty related to the comparison of aMC@NLO+Pythia8 (0j@NLO) with
Sherpa 2.2.1 (0j@NLO), both inclusive NLO setups, referred to as generator uncertainties

• The renormalization and factorization scale variations of the Sherpa2.2.1 multileg NLO
(0, 1j@NLo + 2j@LO) sample by varying both scales by a factor 2 and 1/2

Data-driven systematics are also assessed for the tt̄W process to account for disagreement
observed between data and MC simulation (Section 4.8.1)
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Figure 4.15. Comparison between data and prediction for the event yields in the trilepton validation
region enriched in Z → µ+µ−γ∗ (→ e+e−) candidate events, divided into three categories depending on
the requirements satisfied by the electron: internal conversion, material conversion, or very tight [120].

Uncertainties related to fakes
The template fit method is the nominal method to estimate contributions from fake leptons.
Shape systematic uncertainties are considered for the fake templates in tt̄H analysis, and are
derived as follows. By inverting the lepton isolation requirements, regions with dominating
fake contributions are obtained. The fake contribution is calculated after subtracting other
prompt backgrounds from data in these inverted isolation regions. A systematic uncertainty
for fake templates (especially for heavy flavour electrons and heavy flavour muons) is derived
by comparing the calculated fake contribution with the MC simulation in all bins used in the
template fit.

A special Z → µ+µ−γ∗(→ e+e−) sample, defined by requiring two opposite-charge muons and
one electron, is selected to validate the template fit results on conversions shown in Figure 4.15.

Uncertainties for the internal and material conversions are obtained by comparing the data
and the Powheg+Pythia8 simulation of Z (→ µ+µ−) + jets production.

Charge mis-identification
In the tt̄H analysis, three sources of systematic uncertainties are considered for the charge flip
rates: statistical uncertainties from the likelihood fit, differences between the rate extracted by
the likelihood method and the truth-matching method on the simulated Z → ee events, and
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systematic uncertainties from the variation of the dielectron invariant mass window used to
define the Z region.

4.10.3. Signal and background modelling uncertainties

Theoretical uncertainties are outlined in this section. Table 4.11 gives an overview of the uncer-
tainties, which include cross-section variations, PS effects and generator variations for primary
backgrounds derived from MC predictions. Further details on the tt̄W systematics are given
in the sections 4.10.2. For the tt̄Z/γ∗ sample, uncertainties affecting the acceptance modelling
and event kinematics include QCD scale and tuning variations, as well as a comparison with an
alternative sample (see table 4.11). For the diboson backgrounds, a normalisation uncertainty
of 50% is assigned and treated as uncorrelated between different subprocesses (WZ+ light jets,
WZ+ ≥ 1c,WZ+ ≥ 1b and ZZ+ jets). Rare background contributions (tZ, tt̄tt̄, ttWW , WtZ,
V V V , ttt̄, tHjb, and WtH) are subject to an overall normalisation uncertainty of 50%.

tt̄H modeling uncertainties
The uncertainties affecting the tt̄H cross-section are +5.8%

−9.2%, estimated by varying the QCD fac-
torisation and renormalisation scales, and ±3.6% due to uncertainties in the PDFs and the strong
coupling constant αs. The uncertainties affect the measured signal strength and do not affect
the measured cross-section.

Regarding the modelling of the acceptance and event kinematics, uncertainties arise from
variations in the QCD factorisation and renormalisation scales, the choice of the PS and hadro-
nisation model, the modelling of the ISR and the PDF uncertainties. Theoretical uncertainties
due to the choice of the QCD scale are assessed by independently varying the renormalisation
and factorisation scales by a factor of 0.5 and 2.0 with respect to the central value. The largest
variation occurs when both scales are varied simultaneously in the same direction. Uncertainties
associated with the choice of PS and hadronisation model are evaluated by comparing the nom-
inal prediction with that derived from an alternative sample 4.1. The uncertainty associated
with the ISR modelling is estimated by considering the Var3c A14 tune variation [92], which
corresponds to a variation of αs in the A14 tune. The uncertainty due to the choice of PDF
set is determined using the PDF4LHC15 recipe [163], using 32 eigenvector shifts derived from
fits to several NNLO PDF sets. Finally, uncertainties associated with the predicted Higgs boson
branching ratios [164] are also taken into account.
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Table 4.11. Summary of theoretical uncertainties for tt̄H, tt̄Z/γ∗, and tt̄W MC predictions [120].
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4.11. Results

A maximum likelihood fit (detailed in Section 5.8) is performed over all bins within the 25
event categories, outlined in Section 4.7, to determine the tt̄H cross-section, the normalisation
factors of the tt̄W process, and other background contributions. The tt̄H acceptance within each
category is projected by the simulation under the SM assumptions. Seventeen categories from
the 2ℓSS and 3ℓ channels are designated as control regions. These regions serve to either establish
or constrain various backgrounds, including material transformations, internal transformations,
tt̄ with non-prompt electrons and muons, tt̄W , tt̄Z and V V .

Thirteen of the control regions use the total event yield (i.e, a single bin), while the remaining
four control regions use different kinematic variables to distinguish between tt̄ and tt̄W back-
grounds (Section 4.8.1). The remaining eight categories serve as signal regions for measuring
the tt̄H cross-section. A BDT discriminant is used for the tt̄H categories in the 2ℓSS, 3ℓ and
1ℓ2τhad channels, while the total event yield is used in the remaining four signal regions.

The likelihood function L(µ, λ⃗, θ⃗) is defined in terms of the signal strength parameter µ, which
acts as a scaling factor for the tt̄H signal yield normalised to the SM prediction. It also depends
on λ⃗, the normalisation factors for different backgrounds and θ⃗, a set of nuisance parameters
(NP) representing systematic uncertainties in the signal and backgrounds. These systematic
uncertainties (as summarised in Table 4.10) can affect the estimated signal and background
rates, the migration of events between categories, and the shape of the fitted discriminants. In
the likelihood fit, both µ and λ⃗ are treated as free parameters. The NPs θ⃗ allow for variations
in signal and background expectations due to systematic uncertainties, constrained by Gaussian
or log-normal distributions in the fit. Their fitted values indicate deviations from the nominal
expectations that best fit the data. Statistical uncertainties in each bin, arising from the fi-
nite size of the simulated samples, are incorporated using dedicated parameters following the
Beeston-Barlow technique [165].

The test statistic q0 is defined as the profile likelihood ratio:

q0 = −2 ln(L(0, ˆ⃗λ0,
ˆ⃗
θ0)/L(µ̂, ˆ⃗λµ̂,

ˆ⃗
θµ̂)), (4.9)

where µ̂, ˆ⃗
λµ̂, and ˆ⃗

θµ̂ are the values of the parameters that maximise the likelihood function, and
ˆ⃗
λ0 and ˆ⃗

θ0 are the values of the parameters that maximise the likelihood function when fixing
µ to zero. The test statistic is evaluated with the RooFit package [166, 167] and is used to
quantify how well the observed data agrees with the background-only hypothesis.

The fitted value, µ̂, is obtained by maximising the likelihood function over all parameters.
The total uncertainty, ∆µ̂, is determined by the variation of q0 by one unit from its minimum.
The systematic uncertainty is estimated by subtracting the statistical uncertainty (determined by
refitting the data with all nuisance parameters fixed at their best-fit values) in quadrature from
∆µ̂. The contribution from the background normalisation factors is included in the statistical
uncertainty. Expected results are derived similarly to observed results, using predictions from
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simulations and data-driven estimates with all nuisance parameters set to their best-fit values
from the data fit. Significance is calculated using the test statistic and asymptotic formulae from
Ref. [168].

Figures 4.16 (a) and 4.16 (b) illustrates the comparison between the data and the yields after
adjustment by the fitted predictions for the 25 event categories considered. For all categories,
the observed yields are in close agreement with the predictions derived from the fit, taking into
account the uncertainties. The background distribution before fitting is shown as a dashed blue
histogram. In addition, Figure 4.17 shows the distributions of the BDT discriminants in 2ℓSS,
3ℓ, and 1ℓ2τ channels.

In the remaining categories, the fit only includes event yields. Discrepancies between the data
and the predictions are evident before fitting, but overall satisfactory agreement is achieved after
fitting. Figure 4.18 shows the data, background and tt̄H signal yields, where the bins of the final
discriminant overall event categories are merged into logarithmic bins of log10(S/B), where S is
the expected tt̄H signal yield and B is the fitted background yield. The cumulative background
before fitting is shown as a dashed blue histogram.

The significance of the observed (expected) excess over the background-only prediction (µ =
0) is 1.8 (3.1) standard deviations. The best fit value for µ in the fit is:

µ̂ = 0.58+0.26
−0.25 (stat.)+0.19

−0.15 (exp.)+0.13
−0.11 (bkg. th.)+0.08

−0.07 (sig. th.) = 0.58+0.36
−0.33, (4.10)

Figure 4.19 shows the best-fit value of µ for each specific channel and the combination of all
channels. The results for individual channels are derived from a simultaneous fit with the
signal-strength parameter for each channel floating independently.

The fitting procedure produces normalisation factors for several significant irreducible and re-
ducible backgrounds. Of particular importance are the three normalisation factors measured for
the tt̄W background over the 2ℓSS and 3ℓ event categories: λ̂2ℓLJ

tt̄W = 1.56+0.30
−0.28, λ̂2ℓHJ

tt̄W = 1.26+0.19
−0.18,

and λ̂3ℓ
tt̄W = 1.68+0.30

−0.28. These values are consistent with each other and systematically exceed
unity, indicating a data preference for a higher tt̄W cross-section compared to the updated theo-
retical estimate (Section 4.3.1). Since the modelling uncertainties for tt̄W are designed to affect
only the shape of the distribution while maintaining a fixed total yield, the normalisation factors
serve as scaling parameters for the tt̄W events chosen in this analysis. However, uncertainties
in extrapolating the tt̄W scaling factor to the inclusive phase space are not considered.

The detailed breakdown of the uncertainties affecting the measured signal strength is given
in Table 4.12. The most significant uncertainty arises from the scale and resolution of the jet
energy. In addition, systematic uncertainties from theoretical predictions, in particular in the
modelling of the tt̄W production and the normalisation of the tt̄ (Z/γ∗) background, also con-
tribute significantly. In addition, the uncertainty associated with the τhad background estimate
is considerable.

Figure 4.20 shows the ranking of NPs is highly ranked. The NPs associated with the b-jet
multiplicity and total charge extrapolation uncertainties on the tt̄W background in the 2ℓSS
channel have been adjusted by +0.33 and +0.75 pre-fit standard deviations, respectively, with
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their uncertainties reduced by factors of 3 and 2, respectively. Conversely, the NP associated
with the uncertainty in the closure of the non-prompt lepton estimate in the 1ℓ2τhad channel has
been adjusted by −0.56 pre-fit standard deviations, with its uncertainty reduced by a factor of
1.7. However, this uncertainty does not significantly affect the tt̄H cross-section measurement.

An extrapolation to the inclusive phase space, assuming SM tt̄H kinematics, is made and
the measured tt̄H production cross-section is:

σ̂(tt̄H) = 294+132
−127 (stat.)+94

−74 (exp.)+73
−56 (bkg. th.)+41

−39 (sig. th.) fb = 294+182
−162 fb, (4.11)

The SM cross-section is σ(tt̄H) = 507+35
−50 fb computed at NLO in QCD and electroweak cou-

plings [93]. The measured cross-section is consistent with the SM prediction within uncertainties.
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Figure 4.16. Comparison between data and prediction for the event yields in (top) the eight tt̄H
categories and (bottom) the 17 control-region categories. The background contributions after the
likelihood fit (“Post-Fit”) are shown as filled histograms. The total background before the fit (“Pre-Fit”)
is shown as a dashed blue histogram. The tt̄H signal, scaled according to the results of the fit, is shown
as a filled red histogram added to the post-fit background. The size of the combined statistical and
systematic uncertainty in the total signal-plus-background prediction is indicated by the blue-hatched

band. The ratio of the data to the total post-fit prediction is shown in the lower panel [120].
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Figure 4.17. Comparison between data and prediction for the BDT discriminants used in different
tt̄H categories: (a) 2ℓtt̄H+, (b) 2ℓtt̄H−, (c) 3ℓtt̄H, and (d) 1ℓ2τhad. The background contributions
after the likelihood fit (“Post-Fit”) are shown as filled histograms. The total background before the fit
is shown as a dashed blue histogram. The total background before the fit (“Pre-Fit”) is shown as a
dashed blue histogram. The tt̄H signal, scaled according to the results of the fit, is shown as a filled
red histogram added to the post-fit background. The size of the combined statistical and systematic
uncertainty in the total signal-plus-background prediction is indicated by the blue-hatched band. The

ratio of the data to the total post-fit prediction is shown in the lower panel [120].
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Figure 4.18. Event yields as a function of log10(S/B) for data, background and a Higgs boson signal
with mH = 125GeV. The discriminant bins in all categories are combined into bins of log10(S/B),
where S is the expected tt̄H signal yield and B the background yield from the unconditional fit. The
background yields are shown as the fitted values, while the t̄H̄ signal yields are shown for the fitted value
(µ = 0.58) and the SM prediction (µ = 1). The total background before the fit is shown as a dashed
blue histogram. The size of the combined statistical and systematic uncertainty in the background
prediction is indicated by the blue-hatched band. The pull (residual divided by its uncertainty) of
the data relative to the background-only prediction is shown in the lower panel, where the full red
line (dashed orange line) indicates the pull of the prediction for the signal with µ = 0.58(µ = 1) and

background relative to the background-only prediction. [120].
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Uncertainty source ∆µ̂
Jet energy scale and resolution +0.13 -0.13
tt̄ (Z/γ∗) (high mass) modelling +0.09 -0.09
tt̄W modelling (radiation, generator, PDF) +0.08 -0.08
Fake τhad background estimate +0.07 -0.07
tt̄W modelling (extrapolation) +0.05 -0.05
tt̄H cross-section +0.05 -0.05
Simulation sample size +0.05 -0.05
tt̄H modelling +0.04 -0.04
Other background modelling +0.04 -0.04
Jet flavour tagging and τhad identification +0.04 -0.04
Other experimental uncertainties +0.03 -0.03
Luminosity +0.03 -0.03
Diboson modelling +0.01 -0.01
tt̄γ∗ (low mass) modelling +0.01 -0.01
Charge misassignment +0.01 -0.01
Template fit (non-prompt leptons) +0.01 -0.01
Total systematic uncertainty +0.25 -0.22
Intrinsic statistical uncertainty +0.23 -0.22
tt̄W normalisation factors +0.10 -0.10
Non-prompt leptons normalisation factors (HF, material conversions) +0.05 -0.05
Total statistical uncertainty +0.26 -0.25
Total uncertainty +0.36 -0.33

Table 4.12. Breakdown of the contributions to the uncertainties in µ̂. The contribution of the
different sources of uncertainty is evaluated after the fit described in Section 4.11. The total statisti-
cal uncertainty is evaluated, by fixing all the nuisance parameters in the fit except for the free-floating
background normalisation factors. The contribution from the uncertainty in those normalisation factors
is then included in the quoted total statistical uncertainty rather than in the systematic uncertainty
component. The statistical uncertainty evaluated after fixing the background normalisation factors is
then indicated as “intrinsic statistical uncertainty”. Statistical uncertainties from data-driven back-
ground estimates are included within the experimental uncertainties. The other quoted numbers are
obtained by repeating the fit after having fixed a certain set of nuisance parameters corresponding to a
group of systematic uncertainty sources, and subtracting in quadrature the resulting total uncertainty
of µ from the uncertainty from the full fit. The same procedure is followed for quoting the individual
effects of background normalisation factors. Due to rounding effects and small correlations between the
different sources of uncertainty, the total systematic uncertainty differs from the sum in quadrature of

the individual sources [120].
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Figure 4.19. The observed best-fit values of the tt̄H signal strength µ and their uncertainties by analysis
channel and combined. The individual µ values for the channels are obtained from a simultaneous
fit with the signal-strength parameter for each channel floating independently. The SM prediction

corresponds to µ=1 [120].
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Figure 4.20. Ranking of the parameters included in the fit according to their impact on the signal
strength µ. Only the 15 most highly ranked parameters are shown. The empty blue rectangles corre-
spond to the pre-fit impact on µ and the filled blue ones to the post-fit impact on µ, both referring to
the upper x-axis scale. The impact of each nuisance parameter (NP), ∆µ, is computed by comparing
the nominal best-fit value of µ with the result of the fit when fixing the considered NP to its best-fit
value, θ̂, shifted by its pre-fit (post-fit) uncertainties ±∆θ(±∆θ̂). The black points show the pulls of
the NPs relative to their nominal values, θ0. The nominal value for all NPs is θ0 = 0, with the exception
of the NP associated with the limited sample size in the estimation of the fake τhad background in
the 1ℓ2τhad channel, for which the nominal value is θ0 = 1. These pulls and their relative post-fit
errors, ∆θ̂/∆θ, refer to the lower x-axis scale. The tt̄W normalisation factors (red points) also refer
to the lower x-axis scale and correspond to the floating normalisations of the tt̄W background, for
which the pre-fit impact on µ is not defined. The nominal value of the tt̄W normalisation factors is
1, which corresponds to the tt̄W prediction based on the “updated theoretical cross-section” discussed
in Section 4.2. For experimental uncertainties decomposed into several independent sources, “NP I”

corresponds to the first nuisance parameter, ordered by its impact on µ Ref. [120].
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4.12. Summary

A search for tt̄H production in multilepton final states has been performed using 80fb−1 of
proton-proton collision at

√
s =13 TeV recorded by the ATLAS experiment at the LHC. Six final

states are considered 2ℓSS, 3ℓ, 4ℓ, 1ℓ2τhad, 2ℓSS1τhad and 3ℓ1τhad. Six final states were analysed,
targeting Higgs boson decays to WW ∗, ττ and ZZ∗. An excess of events over the SM background
was observed (1.8 standard deviations significance) but below the SM expectation (3.1 standard
deviations). The measured cross section (σ(tt̄H) = 294+182

−162 fb) agrees with the SM prediction.
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Proton-Lead analysis





Chapter 5

Observation of tt̄ production in the lepton+jets
and dilepton channels in p+Pb collisions at√
sNN = 8.16 TeV with the ATLAS detector

5.1. Introduction

Heavy-ion (HI) collisions at the TeV-scale energies of CERN’s Large Hadron Collider (LHC) have
provided the opportunity to detect several elementary particles for the first time in lead-lead
(Pb+Pb) and proton-lead (p+Pb) systems. With the first sightings of the W± boson [169, 170],
the Z boson [171–173], bottom quark jets (b quark jets) [174, 175], and the τ lepton [176, 177],
only two Standard Model (SM) particles remain to be directly observed in Pb+Pb collisions:
the Higgs boson and the top quark. Although the production cross-section of the Higgs boson
is insufficient for a definitive observation in Pb+Pb collisions at the LHC, the detection of top
quark production is within the realm of possibility.

In heavy-ion (HI) collisions, the presence of top quarks provides a novel probe of nuclear
modifications of the parton distribution functions (nPDFs) [178, 179] in a kinematic region
(x ≈ 5 · 10−3 − 0.05) that lacks strong constraints from other measurements. In addition, top
quarks will serve as a distinctive tool for assessing the properties of the strongly interacting
quark-gluon plasma (QGP) [180] formed during ultra-relativistic Pb+Pb collisions at the LHC.
These properties can be inferred from changes in various observables observed in HI collisions
compared to reference measurements in the proton-proton (pp) system.

By studying the top quark yields through the kinematics of the electrons and muons resulting
from their decays, precise insights can be gained [181] into the underlying nuclear gluon distri-
bution function in the unexplored high Bjorken-x region. In this regime, expected adjustments
due to anti-shadowing and EMC effects [179] could reshape their profile relative to the free
proton scenario, potentially leading to a remarkable increase of up to 10% in the tt̄ production
cross-section, in contrast to measurements in pp collisions.

The gluon nPDF, crucial for perturbative calculations in quantum chromodynamics (QCD)
at LHC energies, remains insufficiently constrained due to limited experimental data sensitive
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Figure 5.1. Feynman diagrams for top-quark pair production (top) and decay process (bottom) at
leading order.
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to gluon nPDFs at perturbative scales [179, 182, 183]. Nevertheless, changes in event yields in
HI collisions compared to the pp reference system can be attributed to both initial state effects
(e.g. different parton distribution functions for heavy nuclei compared to nucleons) and final
state effects arising from QGP formation. Understanding the nPDFs in heavy nuclei is therefore
crucial for the accurate extraction of QGP properties from experimental data.

The top quark, known as the heaviest elementary particle, has a fleeting existence, decaying
predominantly via t → Wb with an almost 100% branching ratio. The subsequent decay of the
W boson can take two primary paths: leptonically (W → ℓνℓ) or hadronically (W → qq̄′) [184].

At the LHC, top quarks are primarily produced in top quark-antiquark pairs (tt̄) by
gluon-gluon fusion, overshadowing single top quark production [185]. With extensive inte-
grated luminosities of p+Pb and Pb+Pb data sets from Run 2, the detection of the tt̄ pro-
cess in heavy ion (HI) collisions at the LHC has become feasible for the first time. Specifi-
cally, tt̄ events reconstructed in the ℓ+jets (tt̄ → WbWb̄ → ℓ̄νℓbqq̄

′b̄) and dileptonic channels
(tt̄ → WbWb̄ → ℓ̄νℓbℓ

′ν̄ℓb̄), which are expected to have relatively small background contributions,
can now be experimentally investigated [186].

The CMS experiment detected tt̄ production through the ℓ+jets decay channel in p+Pb col-
lisions at a centre-of-mass energy of √

sNN = 8.16 TeV [187]. In addition, the CMS Collaboration
reported evidence for tt̄ production in Pb+Pb collisions at √

sNN = 5.02 TeV with a significance
of 4.0σ using the dilepton channel [188].

This chapter presents a study of tt̄ production using p+Pb collision data collected at a
centre-of-mass energy of √

sNN = 8.16 TeV with the ATLAS experiment. Top quark pairs are
reconstructed in both ℓ+jets and dilepton channels, using final states consisting of electrons,
muons and jets.

While the dilepton mode is less abundant compared to the ℓ+jets channels, it has a sig-
nificantly higher purity. Lower transverse momentum requirements for individual leptons and
jets, coupled with improvements in detector calibration accounted for in the data analysis, con-
tribute to a notable improvement in measurement precision compared to the results reported in
Ref. [187].

The measurement is compared with calculations up to next-to-next-to-leading order (NNLO)
in the strong coupling constant αs, using the most recent sets of nuclear parton distribution
functions (nPDFs).

The chapter is structured as follows: Section 5.2 outlines the data used in the analysis,
and Section 5.3 covers the Monte Carlo sampling. The object selection process is detailed in
Section 5.4. The background overview is presented in Section 5.5. Section 5.6 explains the event
selection for both final states (lepton+jets and dilepton channels). Systematic uncertainties
and their treatment are discussed in Section 5.7, while Section 5.8 covers the statistical theory
applied in the data analysis. Section 5.9 presents the results of the combined channels, with
the cross-section and RpA results presented in Sections 5.9.2 and 5.9.3. Finally, Section 5.10
concludes the chapter.
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5.2. Data samples

In 2016, the ATLAS detector recorded data from p+Pb collisions with a centre-of-mass energy of
√
sNN = 8.16 TeV. The data corresponds to an integrated luminosity of 164.6 nb−1 and consists

of 30 runs: 19 in Pb+p (107.79 nb−1) and 11 in p+Pb (56.76 nb−1) beam configurations.
The proton and lead beams had energies of 6.5 TeV and 2.56 TeV per nucleon, respectively,

resulting in nucleon-nucleon centre-of-mass collision energy of 8.16 TeV and a rapidity boost of
±0.465 units relative to the ATLAS laboratory frame, depending on the direction of the proton
beam.

The data collection included two beam-direction configurations: p+Pb and Pb+p, with ap-
proximately twice the integrated luminosity in the latter configuration (Pb beam in +z direc-
tion). The average number of hadronic interactions per bundle crossing was 0.18. The data were
collected under stable beam conditions with all sub-detectors operating at full capacity. Poor
quality data were screened using the Good Runs List (GRL), which excludes luminosity blocks
with subsystem errors.

5.3. Monte Carlo samples

All kinematic distributions needed for both the signal and background processes are simulated
by Monte Carlo (MC) event generators. The event selection criteria and the optimisation of
the analysis strategy are made based on these MC samples. The MC samples are also used to
estimate the experimental and modelling-related systematic uncertainties. All MC samples are
normalised to the most accurate theoretical prediction available of the corresponding process
cross-section.

MC simulation samples are used to model the expected signal and background distributions.
Dedicated simulated samples were generated at √

sNN = 8.16 TeV based on the generator setups
used for √

sNN = 13 TeV analyses. Two isospin combinations were used for pp and pn collisions.
Simulated events for signal and background processes for individual isospin combinations were
embedded into real-data events collected during the 2016 p+Pb run, resulting in data overlay
samples. The embedding technique is commonly used in the ATLAS Heavy Ion measurements
involving hard processes to describe the underlying event of a p+Pb collision. All simulation
samples were normalized according to the most accurate theoretical cross-sections and k-factor
calculations.

Monte Carlo (MC) simulated event samples play a central role in refining analysis meth-
ods, assessing signal and background contributions, estimating signal efficiencies and providing
predictions for comparison with actual data. All samples are extensively processed by the full
ATLAS detector simulation [189], run within the Geant 4 framework [190]. Signal and simu-
lated background samples are meticulously generated separately for two isospin configurations
(proton-proton and proton-neutron). These samples are then embedded in actual pPb or Pbp
data events to ensure accurate modelling of the underlying event (UE). These merged events,
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called “data overlay events”, then pass through the identical reconstruction and analysis pipeline
as the real data.

Given the minimal discrepancies in cross-sections between the two isospin configurations,
typically less than 0.1%, adjustments are made to the rates of the simulated events. This
process involves scaling by the mass number APb = 208 of the Pb nucleus and by a ratio of the
integrated luminosities between the data and the MC simulation.

The top quark mass remains fixed at 172.5 GeV in all top quark samples. The decay of
b- and c-flavoured hadrons in samples simulated with Powheg Box v2 and MadGraph MC
generators are managed by the EvtGen programme [118].

The nominal simulated tt̄ sample is generated using the next-to-leading-order (NLO) event
generator Powheg Box v2, using the NNPDF3.0NLO Parton Distribution Function (PDF) set
[191]. It is then linked to the Pythia 8.243 generator [192], using the NNPDF2.3LO PDF set
[105] and the A14 tune [92] for parton shower and hadronisation modelling. The resummation
damping parameter hdamp in Powheg, which governs the matrix element to parton-shower
fit and effectively regulates high pT radiation, is set to 1.5 times the top quark mass. All
signal samples are normalised using the NNLO+next-to-next-to-leading logarithmic (NNLL) tt̄
cross-section prediction from the Top++ v2 program [193].

Additional tt̄ simulation samples are generated to assess the systematic uncertainties associ-
ated with the signal modelling. One example uses the Powheg Box v2 MC generator coupled
with the Herwig v7.2 parton shower and hadronisation model [101], using the H7.2 default
tune [101, 194]. Another example is generated using the MadGraph generator in conjunc-
tion with the NNPDF3.0NLO PDF set, using the Pythia 8 parton shower and hadronisation
model. Uncertainties due to the amount of parton shower radiation are evaluated by producing
Powheg Box v2+Pythia 8 samples with an increased cut-off scale for the first gluon emission,
represented by the parameter hdamp, set to three times the top quark mass.

The backgrounds evaluated by MC simulation originate from W and Z bosons produced in
conjunction with jets, single top quark production and diboson production. Events involving
Z+jets and W+jets are simulated using the Sherpa v2.2.10 generator [195] in conjunction
with the NNPDF3.0NNLO PDF set [191]. These simulations use NLO matrix elements for
up to two partons and LO matrix elements for up to four partons, as described in Ref. [196].
The V+jets (V = W,Z) samples are normalised to NNLO cross-sections [197] and additionally
filtered to categorise the light, c and b quark content, labelled as W+light/Z+light, W+c/Z+c
and W+b/Z+b.

Single top quark production processes in the t and tW channels are simulated us-
ing the Powheg Box v2 generator [198, 199], with the PDF sets NNPDF3.04fNLO and
NNPDF3.0NLO. The parton shower and hadronisation modelling is done using Pythia8 with
the A14 tune. To deal with interference between the tt̄ and tW final states, the diagram removal
scheme [200] is used. Diboson production backgrounds (WW , WZ and ZZ) with additional jets
are simulated using the Sherpa v2.2.11 generator with the NNPDF3.0NNLO PDF set.
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5.4. Object selections

In the ATLAS experiment, particle collisions produce a variety of secondary particles. These
interactions are electronically captured by subdetector systems, and reconstruction algorithms
are used to identify the particle types and their kinematic properties, such as momentum and
direction, from the collected signals.

The decay of a tt̄ pair leads to a complex final state containing charged leptons, neutrinos and
both light and heavy quarks. After subsequent hadronisation and decay, these particles interact
in different sections of the ATLAS detector and are reconstructed using special algorithms. The
results of this process are called objects, each of which is characterised by specific signatures.
The definition of each object is closely related to the characteristics of the detector; for example,
the |η| region in which an electron is defined depends on the acceptance of the detector.

This chapter delves into the reconstruction methods for the primary objects of interest in
the analysis, encompassing charged leptons (electrons and muons), jets (potentially comprising
different quark flavours), and missing transverse momentum (Emiss

T ).

5.4.1. Leptons

Electron candidates are reconstructed from energy deposits (clusters) within the central region of
the electromagnetic calorimeter (EMC), along with corresponding reconstructed tracks from the
Inner Detector (ID). The identification of electrons employs thresholds set by the likelihood-based
(LH) algorithm, which utilizes probability density functions of signal and background from
various discriminant variables [159]. These candidates must satisfy the MediumLH criteria and
exhibit a transverse momentum pT > 18 GeV with |η| < 2.5, excluding the EMC’s transition
(crack) region 1.37 < |η| < 1.52. Additionally, their transverse energy, denoted as ET , should
surpass 18 GeV. Electrons must also originate from the primary vertex, necessitating constraints
on their transverse impact parameter significance |d0|/σd0 < 5 and longitudinal impact parameter
|∆z0 sin θ| < 0.5 mm. To mitigate background contributions from misidentified QCD jets or
semileptonic decays of heavy-flavour hadrons, electrons must exhibit isolation within both the
EM calorimeter and the inner detector (ID), using the Gradient isolation criterion. In the EM
calorimeter, isolation is quantified by summing the transverse energy of topo-clusters within a
cone of radius ∆R = 0.2 centred on the electron’s direction, divided by its pT. Meanwhile, in
the ID, the isolation variable sums the pT of tracks within a cone around the electron track, with
the cone size adjusted to ∆R = min[0.2, 10/pT ].

Muon candidates were required to have a reconstructed track in the muon spectrometer
(MS) combined with a track in the inner detector (ID) called “combined muon”, selected with
the MuID algorithm. Muon candidates are required to pass Medium ID criteria and have a
transverse momentum of pT > 18 GeV and |η| < 2.5 and to be associated with the primary
vertex with a transverse impact parameter significance |d0|/σd0 < 3, and with a longitudinal
impact parameter of |∆z0 sin θ| < 0.5 mm. To reduce background from muons originating
from heavy-flavour decays inside jets, muon candidates are required to be isolated using the
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track-quality and isolation criteria similar to those applied to electrons, except for the maximum
cone size used in the ID isolation, which is 0.3 for muons as opposed to 0.2 for electrons.

5.4.2. Jets

Jets are reconstructed from calorimeter energy deposits [201], employing the anti-kt algo-
rithm [143, 144] with a radius parameter R = 0.4. To account for contributions from the
underlying event (UE), the jet kinematics are corrected event-by-event and calibrated using
simulations of the calorimeter response [202], along with in situ measurements of the absolute
energy scale. These in situ measurements are conducted during pp collisions and cross-calibrated
to the p+Pb system. The jets reconstructed using this method are denoted as HI jets. Kinematic
variables are computed utilizing these jets. However, the b-tagging information is absent for HI
jets, necessitating the incorporation of a second type of jet in the analysis.

The alternative set of jets is reconstructed from particle-flow (PF) objects, which amalgamate
data from topological clusters of calorimeter energy deposits and ID tracks [203]. These PF jets
are formed utilizing the anti-kt algorithm with a radius parameter R = 0.4 and are calibrated
following the same procedure as in scenarios characterized by high pile-up pp collisions at √

sNN =
13 TeV [202]. PF jets containing b-hadrons are identified using the DL1r algorithm [204], which
employs a multivariate discriminator grounded in deep-learning techniques utilizing track impact
parameters and reconstructed secondary vertices. Employing a tagger working point with 85%
efficiency (assessed in simulated tt̄ events) in pp collisions for identifying b-quark jets stemming
from top-quark decays, this corresponds to rejection factors of approximately three against
c-quark jets and 40 against light-quark and gluon jets.

HI jets with transverse momentum (pT) exceeding 20 GeV and pseudorapidity (|η|) less than
2.5 are paired with PF jets within the same event using a geometric criterion based on minimal
∆R. The b-tagging information is transferred from matched PF jets if the angular separation
∆R between a HI jet and a PF jet is less than 0.3. HI jets without a corresponding PF jet are
classified as non-b-tagged.

To avoid the double-counting of electron energy deposits as jets, the nearest jet to an electron
candidate is excluded if it lies within ∆R ≤ 0.2 of the electron. Additionally, to mitigate the
contribution of leptons originating from decays of heavy-flavour hadrons within jets, leptons
found within ∆R ≤ 0.4 of selected jets are discarded, except when the lepton is a muon and the
jet possesses fewer than three associated tracks, in which case the jet itself is discarded. This
methodology is independently applied to both types of jets before the matching between HI and
PF jets.

5.4.3. Missing transverse energy

Conservation of momentum dictates that the vectorial sum of transverse momenta (p⃗T) for all
outgoing particles must vanish, reflecting the initial zero p⃗T in the beam direction. The full
azimuthal coverage (φ) of the ATLAS detector in the transverse plane exploits this principle



118 Chapter 5. Top-quark pair production in proton-lead collisions

to identify weakly interacting particles. The missing transverse momentum (MET), denoted as
Emiss

T , quantifies the vector imbalance between the reconstructed p⃗T (summed over electrons,
muons, photons, hadronically decaying τ leptons and small-R jets within the pseudorapidity
range of |η| < 4.9) and the expected zero value. An additional “soft term” accounts for low p⃗T

tracks originating from the primary vertex but not associated with any reconstructed object.
In this analysis, MET serves as a crucial control variable, providing insight into the overall
transverse energy flow of the collision without imposing a specific Emiss

T cut on the signal region.
MET offers valuable insights into the collision’s energy distribution and serves as an indicator
of the neutrino’s transverse momentum (pT).

Emiss
x(y) = Emiss,e

x(y) + Emiss,µ
x(y) + Emiss,γ

x(y) + Emiss,τ
x(y) + Emiss,jets

x(y) + Emiss,soft
x(y) (5.1)

5.4.4. Overlap removal

The reconstruction of objects previously defined, at times, generates two different objects from
the same deposit of energy, which could lead to double counting of energy and objects in a
misreconstructed state. To mitigate these issues, the concept of overlap removal between object
collections is applied. Following the definition of selections for electrons, muons, and jets, objects
are subject to further criteria aimed at avoiding overlap:

• Electrons sharing a track with a selected muon are excluded
• Any heavy ion (HI) jet found within a distance of ∆R < 0.2 cone from a reconstructed

electron is excluded
• Electrons within a radius of ∆R < 0.4 from a HI jet are excluded to mitigate the influence

of non-prompt leptons
• HI jets with fewer than three tracks and located within ∆R < 0.4 from a muon are excluded
• The selected muon is removed if it is within ∆R < 0.4 of a HI jet which has three or more

tracks

5.5. Backgrounds overview

Three distinct event categories are defined, each imposing an additional criterion on the presence
of b-jets:

• Events with 0 b-jets
• Events with precisely 1 b-jet
• Events with at least 2 b-jets

Categories (I) and (II) are anticipated to be predominantly governed by background pro-
cesses, serving as crucial control regions for validating background estimations. In contrast,
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Category (III) displays a significant enrichment in signal events, indicative of its potential sen-
sitivity to phenomena of interest or new physics.

The primary sources of the background in all three b-jet categories are W+jets and the
false lepton background. The normalisation of the W+jets background is determined using
cross-sections from Monte Carlo (MC) simulations. The fake lepton contribution is estimated
using a data-driven matrix method (MM) [205] based on the selection of two categories of events
with loose and tight lepton selection requirements [206]. Both the shape and normalisation of
the spurious lepton backgrounds are estimated from the data by weighting each selected event
by the probability of containing a fake lepton. The Z+jet, the single top quark and diboson
contributions are taken from MC simulations and normalised to theoretical cross sections.

The main background contributions in the dilepton channel are attributed to the Z+jets
and single-top tW processes. In particular, up to 5% of the Z+jets events originate from the
Z → τ+τ− process. This fraction increases significantly, reaching about 99% for selected events
in the eµ channel.

In the ℓ+jets channel, the dominant background sources are W+jets events and the fake
lepton contribution. The expected signal fractions in the signal regions (SRs) are 21% and 73%
in the ℓ+jets 1b and ≥ 2b regions, respectively. Similarly, in the dilepton channel, the signal
fractions are 53% and 91% in the 1b and ≥ 2b regions, respectively.

The contributions from each source of background are described in detail in the following
sections.

5.5.1. W+jets background

The main contributions to the background come from W+ jets events and are simulated using
Sherpa-2.2.10, which includes W → ℓνℓ decay modes with leptons in three flavours (e±, µ±,
and τ±). In addition, filters are applied to partons in three configurations to enhance events
containing (I) light jets, (II) c quark jets, and (III) b quark jets. The normalisation of the
W+jets background is estimated from Monte Carlo (MC) simulations based on the product of
the production cross-section and the filter efficiency. In addition, weighted events from MC
simulations are used to refine the background estimate.

5.5.2. Non-prompt/fake lepton backgrounds

Non-prompt leptons, hadrons and photons that meet the lepton selection criteria are sources
of the non-prompt and misidentified lepton background, commonly referred to as fake-lepton
background. The sources of the fake-lepton background are sources of uncertainty in normal-
ization and shape, and they are usually estimated from data. In this measurement, the method
applied is called the Matrix Method (MM) [205]. The MM technique is based on the differences
in the lepton identification characteristics between prompt, isolated leptons coming from W and
Z boson decays (so-called “real lepton”) and leptons that are either not isolated or originating
from the misidentification of photons or jets (so-called “fake lepton”). The method relies on the



120 Chapter 5. Top-quark pair production in proton-lead collisions

fact that the number of events selected in each sample may be expressed as a linear combination
of the picked counts for the natural and fake leptons. ‘Tight’ and ‘Loose’ selections are used to
compute the efficiencies for real and counterfeit leptons. The ‘Tight’ selection consists of the
total list of tight lepton identification criteria. The loose lepton selection is obtained from the
‘tight’ selection by loosening the identification requirements and removing the lepton isolation
requirements [207, 208].

The lepton efficiencies, ϵr, are estimated in MC samples (Z+jets, tt̄) as the ratio of the
numbers of simulated/prompt leptons passing the ‘Tight’ requirements and simulated/prompt
leptons passing the ‘Loose’ requirements. The fake-lepton efficiency is estimated in a control
region (CR) with one lepton passing ‘Loose’ identification and isolation requirements, and missing
transverse energy Emiss

T < 20 GeV. The limited statistical precision in the two-lepton CR is
therefore considered when deriving the fake lepton contribution in the central SR for events in
the dilepton channel. The real- and fake-lepton lepton efficiencies are evaluated for electrons
and muons, bins in pT , and |η|, for the event categories with zero, one, and at least two b-tagged
jets.

The efficiencies of fake leptons, which range from 15% to 22% for electrons and from 0.5%
to 10% for muons, tend to be higher for lower lepton pT. Data events that meet the criteria
of the baseline analysis for ’Loose’ leptons are weighted based on both prompt and fake lepton
efficiencies. To verify the approach, the predictions are compared with data in a control region
(CR) characterised by a higher proportion of fake lepton candidates than expected in the main
signal region (SR). This comparison shows satisfactory agreement. The CR, defined by imple-
menting the dilepton and ℓ+jets selection criteria while excluding b-tagged jets, is predominantly
influenced by W/Z+jets processes.

5.6. Event selection

The event selection process involves the application of a set of criteria aimed at the kinematic
properties of the reconstructed objects, designed to match the topology of the signal process.

For a lepton to be considered, it must exceed the specified pT thresholds for the relevant
data collection period and be associated with the appropriate trigger. Events are selected using
either single-lepton electron or muon triggers, requiring a minimum transverse momentum (pT)
threshold of 15 GeV [209, 210]. Furthermore, they must contain at least one reconstructed vertex
with at least two good-quality charged particle tracks with pT > 0.1 GeV.

5.6.1. lepton+jets channel

The signature of the tt̄ → ℓ+jets channel is characterized by one isolated charged lepton with
relatively high transverse momentum, Emiss

T –arising from the neutrino from the leptonic W boson
decay, two b-jets, and two light jets from the hadronic W boson decay. The transverse mass of
the W boson is defined as mW

T ≡
√

2Emiss
T pℓ

T

(
1 − cos ∆ϕEmiss

T ,ℓ

)
. A requirement of at least four
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jets has to be passed. Also, a lepton has to be matched to a trigger lepton. No requirements are
imposed on missing transverse energy Emiss

T or mW
T .

5.6.2. Dilepton channel

In the dilepton channel, both W bosons decay into either an electron or a muon together with
the corresponding neutrino. Consequently, the event configurations require exactly 2 oppositely
charged leptons (either electron or muon) with ET > 18 GeV (for electron) or pT > 18 GeV (for
muon) and at least two jets. One of these leptons must correspond to the object indicated by
the triggered (HLT) event. For the dilepton invariant mass mℓℓ, it should exceed 15 (45) GeV
in the eµ (ee and µµ) channels to reduce contributions from low-mass resonances away from
the Monte Carlo (MC) threshold. In addition, it should be away from the Z boson mass, i.e.
|mℓℓ −mZ | > 10 GeV in the ee and µµ channels to mitigate the background from Z+jet events.
There are no constraints on the missing transverse energy Emiss

T or HT.

5.6.3. Seperation variable study

The following types of scalar sum of transverse momentum (pT ≡ |p⃗T|) associated with the
different objects (which also contribute to the Emiss

T reconstruction) have been used for various
performance studies:

• H l,j
T = ∑

j,l pT,j,l, sum of all jets and leptons in the ℓ+jets channel

• Hb,l
T = ∑

b,l pT,b,l, sum of only b-jets and all leptons in the dilepton channel

• Hb,l,MET
T = ∑

j,l,MET pT,b,l,MET, sum of only b-jets, all leptons, and MET

• Hhad
T = ∑

j pT,j, sum of all jets only in the ℓ+jets channel

• Hall
T = ∑

j,l,MET pT,j,l,MET, sum of all jets, leptons, and MET

• Hpseudo
T , sum of transverse momenta of all objects forming the pseudo top quarks

The MET carries useful information on the hardness of the collision and is a footprint of
the neutrino pT. Therefore we also defined the Hb,l,MET

T or Hall
T to explore the usage in the fit

optimization in the dilepton channel. The signal-background separation is computed as:

Separation ≡ |µsig − µbg|√
σ2

sig + σ2
bg
, (5.2)

which is designed to behave like a significance, and where σsig and σbg are standard deviations
of the signal and background distributions and µsig and µbg are the means of the distributions.
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The separation power for the key studied HT variables is presented in Table 5.1. Although
not the most effective variable, particularly in the dilepton channel where MET is expected to
be larger and better separate the signal from the background, the Hℓ,j

T variable was ultimately
chosen. This is primarily due to technical limitations, as it is not feasible to calculate MET
using HI jets as input.

For the control plots and to construct variables such as mW
T , MET from the PFlow collection

is used for matched events. However, this approach would also require all jet-related MET
systematics to use PFlow jets as input, which is not correct. It was therefore decided to exclude
MET from both the event selection and the fit variable.

Variable = 1b-jet ≥ 2b-jets
Hhad

T 0.75 0.65
Hall

T 0.81 0.69
Hb,ℓ

T 0.60 0.62
Hb,j

T 0.72 0.62
Hb,ℓ,MET

T 0.75 0.73
Hpseudo

T 0.79 0.66

Variable = 1b-jet ≥ 2b-jets
Hhad

T 0.58 0.36
Hall

T 0.82 0.50
Hb,ℓ

T 0.56 0.44
Hℓ,j

T 0.36 0.11
Hb,ℓ,MET

T 0.83 0.62

Table 5.1. Signal and background separation of the HT-like variables in the ℓ+jets (left) and dilepton
(right) channels.

5.6.4. Yields

The tables showing the event yields in the ℓ+jets and dilepton channels can be found in the
tables 5.2 and 5.3. Three event categories are defined based on an additional requirement
regarding the number of b-jets: events with 0 b-jets, events with 1 b-jets, and events with at least
2 b-jets. In the categories with 0 and 1 b-jets, background processes dominate, with expected
signal-to-background ratios of 0.01 and 0.26 in the ℓ+jets channel, respectively. Conversely, the
category with at least 2 b-jets is signal-enhanced.
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= 0b-jet Yield
Fakes 2126.2 ± 24.0
Wℓvb 42.8 ± 0.8
Wℓvc 538.0 ± 7.1

Wℓv light 1626.2 ± 29.2
Zℓℓb 12.1 ± 0.4
Zℓℓc 79.6 ± 1.7

Zℓℓ light 321.6 ± 9.4
diboson 2.0 ± 0.0

single top 11.1 ± 0.1
tt̄ 71.7 ± 0.2

Data 4795
Prediction 4831

Ratio 0.99
Exp. S/B 0.02

Exp. S/(S +B) 0.01

= 1b-jet Yield
Fakes 791.5 ± 13.3
Wℓvb 81.9 ± 1.2
Wℓvc 260.9 ± 5.4

Wℓv light 205.8 ± 11.7
Zℓℓb 22.8 ± 0.6
Zℓℓc 35.4 ± 1.2

Zℓℓ light 52.5 ± 3.5
diboson 0.6 ± 0.0

single top 46.5 ± 0.3
tt̄ 403.9 ± 0.5

Data 1804
Prediction 1902

Ratio 0.95
Exp. S/B 0.27

Exp. S/(S +B) 0.21

≥ 2b-jets Yield
Fakes 140.2 ± 6.1
Wℓvb 35.2 ± 0.8
Wℓvc 31.4 ± 2.2

Wℓv light 13.7 ± 2.3
Zℓℓb 11.1 ± 0.5
Zℓℓc 6.5 ± 0.6

Zℓℓ light 2.8 ± 1.3
diboson 0.1 ± 0.0

single top 41.0 ± 0.2
tt̄ 753.1 ± 0.6

Data 1034
Prediction 1035

Ratio 1.00
Exp. S/B 2.67

Exp. S/(S +B) 0.73

Table 5.2. Event yields in the ℓ+jets channel with the statistical uncertainties in predictions.
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= 0b-jet Yield
Fakes 8.2 ± 2.2
Zℓℓb 5.4 ± 0.2
Zℓℓc 43.1 ± 0.9

Zℓℓlight 221.6 ± 5.3
diboson 4.3 ± 0.0

single top 1.3 ± 0.0
tt̄ 9.5 ± 0.1

Data 306
Prediction 293

Ratio 1.04
Exp. S/B 0.03

Exp. S/(S +B) 0.03

= 1b-jet Yield
Fakes 1.9 ± 1.0
Zℓℓ b 10.4 ± 0.3
Zℓℓ c 14.1 ± 0.6

Zℓℓ light 14.1 ± 1.2
diboson 0.5 ± 0.0

single top 4.9 ± 0.1
tt̄ 52.7 ± 0.2

Data 90
Prediction 99

Ratio 0.91
Exp. S/B 1.15

Exp. S/(S +B) 0.53
≥ 2b-jets Yield

Fakes 0.5 ± 0.6
Zℓℓ b 2.6 ± 0.2
Zℓℓ c 1.0 ± 0.1

Zℓℓ light 0.5 ± 0.1
diboson 0.0 ± 0.0

single top 2.3 ± 0.1
tt̄ 73.8 ± 0.2

Data 97
Prediction 81

Ratio 1.20
Exp. S/B 10.68

Exp. S/(S +B) 0.91

Table 5.3. Event yields in the dilepton channel with the statistical uncertainties in prediction.
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5.7. Systematic uncertainties

Several sources of systematic uncertainty are accounted for in the analysis that can affect the
signal and background yields. These are related to luminosity, the reconstruction and identifica-
tion of physics objects, and the modelling of signal and background processes. Each systematic
uncertainty can affect either the normalization of a process, or the shape of the final distribution
used in the profile likelihood fit (Section 5.8.1), or both the normalization and shape of the
distribution simultaneously. The effect of the systematics is evaluated as ±1σ variations around
the nominal value of a given quantity. The systematic uncertainties considered in the analysis
are described in the following.

Systematic uncertainties affecting the measurement arise from the reconstruction of leptons
and jets, b-tagging, fake-lepton background, the signal and background modelling, and integrated
luminosity. In total, 137 systematic uncertainties have been processed, as detailed in Table 5.4,
depicting both their grouped and individual contributions.

5.7.1. Luminosity

The uncertainty in the integrated luminosity of the combined data sample is 2.4% [211]. It is
derived from the calibration of the luminosity scale using x-y beam-separation scans, following
a methodology similar to that detailed in Ref. [212], and using the LUCID-2 detector for the
baseline luminosity measurements [83].

5.7.2. Modelling systematics

Uncertainties due to the choice of the parton-shower and hadronisation models in addition to
the matrix-element matching to the parton shower are estimated by using the alternative tt̄

MC samples. The uncertainty due to initial-state radiation (ISR) is estimated by variations
of αs for ISR in the A14 tune [92]. Further effects on the ISR are evaluated by varying the
renormalisation (µr) and factorisation scales (µf) in the matrix-element calculation as well as
the hdamp parameter. The µr and µf are varied independently by factors of 0.5 and 2.0 avoiding
same-side variations of the scales. The effect of final-state radiation (FSR) uncertainties is
evaluated by modifying the µr for emissions from the parton shower by factors of 0.5 and 2.0.

The PDF uncertainties affecting the tt̄ signal are evaluated using the PDF4LHC15 Hessian
uncertainties [102], using a set of 30 components. The PDF variations are propagated by using
alternative MC generator weights corresponding to the PDF4LHC15 variations.

5.7.3. Background systematics

V+jets
The normalization systematics of the W+jet samples are evaluated as described in [213–215]
by summing in quadrature a baseline 5% uncertainty with an additional 24% uncertainty per
jet, added in quadrature up to a jet multiplicity of 5. This is performed as an additional event
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Systematic uncertainty Number of components

Luminosity
Luminosity 1

tt̄ modelling
tt̄ PhH7EG 2

tt̄ aMCPy8EG 2
tt̄ hdamp 2
tt̄ PDF 30

Background modelling
W+jets 6
Z+jets 3

Single top 2
Diboson 1

Fake lepton 1
Electron

Calibration 3
Scale factors 4

Muon
Calibration 4

Scale factors 10
Fake lepton

Fake lepton 7
Shape 4

Jet
JES 25
JER 9

PF-to-HI matching 2
b-tagging 19

Table 5.4. Summary of the sources of systematic uncertainty considered in the fit, some of the sys-
tematic uncertainties are split into several components, as indicated by the number in the rightmost

column.
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weight on an event-by-event basis. Varied samples are prepared and treated independently in the
likelihood fitter for the three different jet flavor-filtered sub-samples and are kept uncorrelated
in the 1 and ≥ 2b regions but correlated in the ejets and µjets channels. An additional flat
normalization uncertainty of 50% is assigned to the W + b and W + c samples.

In the treatment of the Z+jets background, a normalization uncertainty of 50% is employed
for the light jet samples, drawing upon the theoretical framework delineated in [215] and sub-
sequently integrated within the likelihood fitter. Conversely, a universal uncertainty of 100%
is attributed to both Z and heavy-flavor jet samples. Importantly, the Z+jet uncertainties
manifest correlations across all analyzed regions, comprising both single-lepton channels (ℓjets)
and dilepton channels.

Single-top background
Single-top-quark diagram removal and diagram subtraction variation samples are used to as-
sess the uncertainties from the interference between the tt̄ and tW processes [199]. A conser-
vative uncertainty of 9.5% is considered for the normalisation of both the tW and t-channel
single-top-quark processes [216].

V V background
The diboson background normalisation is allowed to vary by 50% [217].

Fake-lepton background
Conservative normalisation uncertainties of 100% in the µjets and 50% in the ejets and the
dilepton SRs are imposed as uncorrelated uncertainties.

5.7.4. Lepton systematics

Electrons
Uncertainties associated with electrons arise from the reconstruction, identification, trigger
and isolation efficiencies. These efficiencies and uncertainties have been studied using the
Tag-and-Probe method with Z → e+e− decays in 2016 p+Pb data and MC simulation at
√
sNN = 8.16 TeV as described here Ref. [218]

In total, there are seven components of uncertainties associated with electrons. The recom-
mended egamma calibration uncertainties are used, while scale-factor uncertainties are derived
specifically for this analysis.

Muons
Uncertainties in the muon momentum scale and resolution follow those in Ref. [208]. The
analysis includes uncertainties in the data-to-MC correction factors applied to simulated samples
for muon reconstruction, isolation, track-to-vertex association and trigger efficiencies evaluated
using Z → µ+µ− events in p+Pb collisions.
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In total, there are 14 uncertainties associated with muons. The recommended 13 TeV pp

high-pileup calibration uncertainties are used, while the scale factor uncertainties are derived
specifically for this analysis.

Fake lepton
Systematic uncertainties in the estimation of fake-lepton backgrounds in both ℓ+jets and dilepton
channels stem from statistical and systematic fluctuations in real- and fake-lepton efficiencies.
These uncertainties are evaluated using the Matrix Method (MM) [205]. technique. The magni-
tudes of systematic variations in the normalization of the fake-lepton background are determined
based on the agreement between data and prediction in a zero b-tagged jets (0b) control region
(CR).

Additional shape variations of this background in the ℓ+jets channel are assessed within the
0b CR. To derive these variations, all background contributions except for the fake-lepton events
are subtracted from the data, and the difference is normalized to the number of fake-lepton
events. Subsequently, a ratio is constructed between the subtracted and scaled data and the
fake-lepton contribution as a function of the azimuthal angle ∆ϕ(Emiss

T , ℓ) between the lepton
and MET. This ratio is then fitted using a second-order polynomial.

Shape variations of the fake-lepton background in 1b and ≥ 2b ℓ+jets signal regions (SRs)
are defined as upward and downward fit shape variations, utilizing the uncertainties of the fit
parameters. These variations exhibit a range from 0.5 to 3.5 in bins of ∆ϕ(Emiss

T , ℓ). Notably,
the shape of the ∆ϕ(Emiss

T , ℓ) variable is independent of the shape of the fit variable.

5.7.5. Jets systematics

The calibration of the jet energy scale (JES) is used to get the energy of the jet corrected to the
particle level. The jet-related uncertainties are derived from in situ studies of the calorimeter
response [202] and their application to the jets used in HI data [219] and from comparisons of the
simulated response in samples from different generators. The JES uncertainty is decomposed
into 18 uncorrelated components, addressing factors such as single-particle response and the
influence of jets extending beyond the calorimeter’s containment. For the cross-calibration of
heavy-ion (HI) jets, a sophisticated approach is adopted, utilizing EMTopo jets as a reference,
as described in Ref. [220]. This procedure introduces a dedicated systematic uncertainty on
cross-calibration to ensure accurate jet energy measurements.

Ensuring precise measurements of jet energy resolution (JER) is crucial, particularly for the
accurate reconstruction of top quarks. To achieve this, the JER in Monte Carlo (MC) simu-
lations is calibrated to match experimental data. The analysis incorporates the recommended
uncertainty of the jet energy resolution (JER), which encompasses nine components, address-
ing jet transverse momentum (pT) and pseudorapidity (η)-dependent differences between MC
simulations and experimental data [221].

Two systematic variations are introduced to assess uncertainties in the HI-PF jet matching
process. The first variation involves adjusting the matching distance ∆R to ±0.1 from the default
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value of ∆R = 0.3 for matching b-tagged jets. The second variation addresses events where HI
jets lack a PF counterpart, which accounts for 18% of jets in the data and 15% in the signal
and background MC samples. In such cases, HI jets are randomly treated as b-tagged based
on the light-flavour jet mistag rate [222]. This systematic uncertainty arises from differences
in the energy calibration, as HI jets undergo a special calibration optimised for low pile-up
environments. However, this systematic variation has a negligible impact on the final result.

The uncertainties considered for the b-tagging scale factors used to weight events arise from
statistical uncertainties as well as modelling and experimental systematic uncertainties [223].
These uncertainties are calculated by varying the data-to-MC correction factors within their
uncertainties [222, 224, 225], and they are determined separately for b-jets, c-jets and light
flavour jets [204]. This process involves a breakdown into 19 components (11 for b-jets, 4 for
c-jets and 4 for light-flavour jets) to account for differences between data and simulation. For
light flavour jets, these uncertainties depend on pT and η, while for b and c jets, they depend
only on pT.

5.7.6. Treatment of the uncertainties

The systematic uncertainties corresponding to individual sources are treated as uncorrelated,
while their variations over different regions (SR) are treated as correlated. Each systematic
uncertainty is associated with a nuisance parameter (NP) governed by a Gaussian prior. A
single NP represents the upward and downward variations of a given systematic uncertainty.
Different approaches symmetrize the effect of these uncertainties on the analysed distribution.
Sources of systematic uncertainty with minimal effects are excluded from the fitting procedure
- symmetrization and pruning processes described in this section. In addition, a smoothing
technique is used to improve the stability of the systematic variation.

Pruning
Due to various uncertainties, some of which have minimal impact, a pruning process is applied to
increase computational efficiency during the fitting process. This pruning is performed separately
for shape and normalisation differences between each variation and its corresponding nominal
histograms, using a threshold of 0.5% for both shape and normalisation-based pruning. The b
tag, lepton scale factor and electron systematics are mostly pruned. PDF, normalisation and a
few fake-related systematics are not present in some signal regions and are represented by the
grey blocks.

The pruned and retained uncertainties are shown in Appendix 22. Different colours are used
to indicate whether the systematic variation aspects are retained or pruned.

Symmetrization
Since a Gaussian distribution constrains the nuisance parameter (NP) within the likelihood
function, it mandates that the upward and downward fluctuations of the associated uncertainty
maintain symmetry about the nominal value of a histogram bin, thus necessitating symmetriza-
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Systematic Uncertainty Group Symmetrization
Jet energy scale Two-sided
tt̄ generator One-sided
Fake-lepton background (charge-flipped) Two-sided (One-Sided)
Background Two-sided
Muon uncertaintie Two-sided
W+jets Two-sided
b-tagging Two-sided
Electron uncertainties Two-sided
Jet energy resolution One-sided
tt̄ PDF Two-sided
Instrumental (t diagram subtraction + removal) One-Sided

Table 5.5. Summary list of systematic uncertainties group (individual component) and their sym-
metrization methods.

tion. When both upward and downward fluctuations are present, resulting in three-point un-
certainties, the two-sided symmetrization option is used; conversely, in scenarios where only a
single fluctuation uncertainty is present, resulting in two-point uncertainties, a one-sided sym-
metrization approach is used.

Table 5.5 provides a comprehensive overview of all systematic uncertainties considered in the
analysis.

Two-Sided: This technique adjusts the disparity between the upward and downward fluc-
tuations to achieve symmetry about the nominal value while preserving their original signs. The
positive (’+’) and negative (’-’) signs of the following expression are interpreted as symmetrized
upward and downward fluctuations respectively.

symmetrised up/down = nominal ± ( up − down )
2 , (5.3)

One-Sided: In the case of a single variation uncertainty, the variation is mirrored around
the nominal value to achieve symmetrized variation.

5.7.7. Comparisons of distributions for important uncertainties

This section presents a comprehensive analysis of the effects of the most important nuisance
parameters considered in the fits, as shown in Figures 5.2, 5.3 and 5.4. The main effects on the
signal strength parameter µ are shown for each region included in the fit.

The nominal distributions for each sample are shown as black lines. Dashed red and blue
lines show the effects of systematic variations before any smoothing or symmetrization is applied.
Solid red and blue lines show the effects of the symmetrization algorithms. The fit is then
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performed using these symmetrized distributions, which may be one- or two-sided depending on
the availability of the sample systematics. The nuisance parameters associated with the fake
systematics and the tt̄ modelling generator are shown for the fitted bins.
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Figure 5.2. Impact of the Fake-lepton background µ+jets with one b-jet systematic uncertainty on the
distribution of the H l,j

T in the signal region.
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T in the signal region.
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Figure 5.4. Impact of the tt̄ acc. aMC@NLO - modelling normalization systematic uncertainty on the
distribution of the H l,j

T in the signal region.
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5.8. Statistical analysis

Statistical analysis is performed to extract the signal cross-section normalized to the Standard
Model’s prediction and quantify the expected significance. Then, the signal and background
predictions and the observed data are incorporated into a statistical model. This model is
implemented using the TRExFitter [226] package, based on the HistFactory [227] tool in the
RooStats framework [228]. In the following, the description of the statistical model used in this
analysis is presented.

The statistical model is built up with a binned likelihood function. To obtain the
cross-section, this likelihood fit is performed for the number of events in the signal regions
and the control regions of all sub-channels simultaneously. For a blinded analysis, the number
of observed data events in the signal regions is taken from the sum of the expected MC for SM
processes. The likelihood is constructed as follows:

L =
∏

c∈ channels

∏
b∈ bins

Poisson
(
nobs

c,b | nS
c,b, n

B
c,b

)
×
∏
s∈S

G (0 | θs, 1) , (5.4)

where c stands for the channel index, b is the bin index for each channel. The Poisson terms
Poisson are given by:

Poisson
(
nobs

c,b | nS
c,b, n

B
c,b

)
= 1
nobs!

c,b

(
µ ∗ Sc,b + nB

c,b

)nobs
c,b exp−(µ∗Sc,b+nB

c,b), (5.5)

where the number of events observed in each bin is marked as nobs
c,b , and the expected num-

bers of signal and background in the corresponding bin is nS
c,b and nB

c,b, respectively. The
Parameter-of-interest (POI) µ is the signal strength, which is shared among different bins and
channels. To represent the nuisance parameter (NP) constraint terms, a Gaussian function,
G (0 | θs, 1) is considered, where θs is the NP term.

5.8.1. The likelihood function

The maximum-likelihood method is widely used in high-energy particle physics in searches for
new processes. The likelihood is defined as the probability of observed data consistent with
a given hypothesis. In the search for the tt̄ process, the hypothesis is represented by a signal
strength parameter, µ, defined as the ratio of the observed tt̄ cross-section to the Standard Model
predicted cross-section:

µ = σobs
tt̄

σSM
tt̄

, (5.6)

A value of µ = 0 represents the background-only hypothesis (null hypothesis) where no tt̄ signal
is present, while µ = 1 represents the signal-plus-background (S + B) hypothesis which coincides
with the SM Higgs boson production.
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Consider a binned distribution of events in the signal region, e.g., the H l,j
T output histogram.

The expected number of events in the bin i of the histogram can be expressed as:

E [ni] = µ · si + bi, (5.7)

To define the likelihood function, the ATLAS experiment is assumed to be a counting experiment
and the measured data is expected to follow a Poisson probability distribution. Furthermore,
each bin of the distribution is statistically independent from the others. The likelihood as a
function of the signal strength is then given by:

L(µ) =
Nbins∏

i

(µ.si + bi)ni

ni!
e−(µ.si+bi), (5.8)

where ni is the number of observed data events [229].
The impact of the systematic uncertainties on the signal and background expectations is

described by the nuisance parameters (NPs), θ2. The NPs are constrained by the probability
density functions (PDFs). The choice of the PDF for NP depends on the type of uncertainty
associated with it. The Gaussian PDF is a frequent choice for NPs, as it describes the uncertain-
ties on parameters that can be both positive and negative. The nuisance parameter is expected
to be distributed as a Gaussian with a width equal to the uncertainty on the parameter, as
estimated from auxiliary measurements. However, the Gaussian PDF is not suited for positively
defined observables such as luminosity, cross-sections, and efficiencies. The log-normal PDF is
used for nuisance parameters associated with these observables, which only affect normalization
to ensure that they are always positive. The statistical uncertainty in the simulated background
predictions and the fake light lepton background are included as bin-by-bin NPs using the tech-
nique described in Ref. [230]. The gamma distribution is used for describing these statistical
uncertainties. The PDFs are included in the likelihood function as an additional term. The full
likelihood as a function of µ and the set of nuisance parameters θ is written as:

L(µ,θ) =
Nbins∏

i

(µ.si(θ) + bi(θ))ni

ni!
e−(µ.si(θ)+bi(θ)) ∏

θk∈θ

ρ (θk) , (5.9)

where ρ(θ) represents the prior PDF s for each nuisance parameter. Thus, the expected number
of signal and background events in a given bin is a function of θ.

The signal strength µ is chosen as the parameter of interest (PoI) and represents a free param-
eter (an unconstrained parameter). The best estimate for µ and θ is obtained by maximizing
the likelihood or equivalently minimizing the negative logarithm of the likelihood (negative
log-likelihood).
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5.8.2. Test statistic

By creating a test statistic, the compatibility of the observed data with the prediction for the
provided hypothesis can be quantified. The likelihood function is defined in equation 5.10, and
the test statistics utilized in the study are based on the profile likelihood ratio. As a function of
µ, the profile likelihood ratio is represented as:

λ(µ) = L(µ, ˆ̂
θ)

L(µ̂, θ̂)
, (5.10)

where the θ̂ at the numerator denotes the value of θ that maximizes the likelihood for the
specified µ, it is called the conditional maximum-likelihood (ML) estimator of θ, and thus it is
a function of µ. The µ̂ and θ̂ at the denominator are the unconditional ML estimators of µ and
θ, respectively. The presence of the nuisance parameters broadens the profile likelihood as a
function of µ relative to what one would have if their values were fixed. This reflects the loss of
information about µ due to systematic uncertainties.

The profile likelihood ratio λ(µ) varies between 0 and 1, with λ ≈ 1 signifying good agreement
between data and the hypothesized value of µ. The presence of a new signal can only increase the
mean event rate beyond the background expectation. Thus, the signal strength µ has physical
meaning only when it is positive µ > 0 and any physical estimator for µ must be non-negative.
However, it is more suitable to use an effective estimator µ̂ as the value of µ that maximizes the
likelihood, which is allowed to take on negative values (µ̂ < 0) but providing that the Poisson
mean values (µ.s+b) remain non-negative. If data results in µ̂ < 0 due to downward fluctuations,
then the best agreement between data and any physical value of µ occurs for µ = 0. Therefore,
the profile likelihood ratio is modified as:

λ(µ) =


L(µ ˆ̂

θ(µ))
L(µ̂,θ̂) µ̂ ≥ 0

L(µˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0
, (5.11)

where ˆ̂
θ(µ) and ˆ̂

θ(0) are the conditional ML estimators of θ given a strength parameter of µ and
0 , respectively. It is convenient to define the test statistics as:

tµ = −2 lnλ(µ) =

−2 ln L(µ,
ˆ̂
θ(µ))

L(µ̂,θ̂) µ̂ ≥ 0
−2 ln L(µ,θ̂(µ))

L(0,θ̂(0)) µ̂ < 0
, (5.12)

Thus, the larger values of tµ correspond to increasing incompatibility between data and µ. The
level of disagreement is quantified by computing the p-value:
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pµ =
∫ ∞

tµ,obs
f (tµ | µ) dtµ, (5.13)

where tµ, obs. is the value of the test statistics observed from the data and f (tµ | µ) represents
the PDF of tµ under the assumption of µ. For the discovery of a new signal with non-negative
strength (µ ≥ 0), such as tt̄, the statistic tµ is used to reject the background-only hypothesis,
i.e., µ = 0. Using equation 5.12 with µ = 0, the test statistics (q0) for discovery is defined as:

q0 =
−2 lnλ(0) µ̂ ≥ 0

0 µ̂ < 0
, (5.14)

where λ(0) is the profile likelihood ratio for µ = 0 as defined in equation 5.10. The p-value
is computed using the observed value of q0 similarly as done with tµ to quantify the level of
disagreement between data and the null hypothesis, namely,

p0 =
∫ ∞

q0, obs
f (q0 | 0) dq0, (5.15)

where f (q0 | 0) denotes the PDF of the statistic q0 under the assumption of the background only
hypothesis.

In particle physics, when performing searches, it is common to convert the p-value into a
significance Z. The significance is defined such that a Gaussian distributed variable which is Z
standard deviations above its mean has an upper-tail probability equal to p-value

Z = Φ−1(1 − p), (5.16)

where Φ−1 is the inverse function of Φ, i.e., the quantile (inverse of the cumulative distribution)
of the standard Gaussian. In the particle physics community, the significance required to reject
the background-only hypothesis is set to Z = 5 as an appropriate level (5σ) to constitute a
discovery. This corresponds to a value of p = 2.87 · 10−7. If the significance of Z ≥ 3 is found,
evidence is reported for a new process. In order to exclude a signal hypothesis, a p-value of 0.05
(i.e., 95% confidence level) is used that corresponds to Z = 1.64 [229].

5.9. Results

This section outlines the analysis performed to determine the signal strength, focusing on both
the ℓ+jets and dilepton channels. It also includes a cross-sectional measurement of top quark
pair production in proton-lead collisions at 8.16 TeV, accompanied by the nuclear modification
factor RpA.
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5.9.1. Results of the ℓ+jets and dilepton channels combined fit

The Asimov data set is an artificial representative data set used in particle physics to evaluate
the performance of statistical methods and estimators. It is designed to mimic the behaviour
of real data and is particularly useful for testing the stability of the fitting procedure and the
effect of systematic uncertainties on the measurement. Appendix 5.10 provides a more detailed
analysis of the Asimov dataset.

In this section, the results of the combined six SRs (e+jets: 1ℓ1b and 1ℓ2bincl, µ+jets: 1ℓ1b
and 1ℓ2bincl, dilepton: 2ℓ1b and 2ℓ2bincl.) are presented. Table 5.7 shows a comparison of the
predicted event yields to data in the signal region before fitting the observed data (pre-fit). The
dominant backgrounds are W+jets (ℓ+jets), Z+jets (dilepton) and non-prompt and fake lepton
backgrounds as shown in Figure 5.5.

Figure 5.5. Pie plots representing the background composition in the six signal regions.

A maximum-likelihood 1 fit is performed to extract the signal strength, µtt̄. The transverse
momentum sum of all jets and selected isolated leptons in the event (Hℓ,j

T ) is used as a key
discriminating variable for the fit. Figure 5.7 shows the pre-fit distribution of the Hℓ,j

T for data
and prediction in the signal region.

1 The method is widely used in high-energy particle physics to search for new processes. Here, the likelihood
represents the probability of observed data being consistent with a given hypothesis. The hypothesis is represented
by a signal strength parameter, µ, defined as the ratio of the observed cross-section to the Standard Model
predicted cross-section.
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Figure 5.6. γ Parameters after the fit with data.

In the 4j regions, this analysis incorporates seven discrete bins, while within the dilepton
region, there are four and five distinct bins in the Hℓ,j

T distribution. To effectively manage the
statistical uncertainties inherent in the MC samples, a number of bins were selected, optimizing
the uncertainties’ representation in the gamma plot shown in Figure 5.6. In instances of bins
with limited event statistics, the bins were merged.

To ensure the chosen variable did not significantly impact the ability to distinguish be-
tween signal and background events (separation power), a study was conducted detailed in
Section 5.6.3. This study concluded that there was only a minimal difference in separation
power between the various HT variables.

The NP plot presented in Figure 5.9 depicts the integration of all systematic sources into the
TRExFitter framework. Notably, substantial constraints are absent except for the fake-related
systematics, which is subject to a pre-applied conservative normalization. This approach offers
enough flexibility to the fitting procedure, to avoid constraints and provide enough degrees of
freedom to the fit.

A value of µ = 0 represents the background-only hypothesis (null hypothesis) where no signal
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is present, while µ = 1 represents the signal-plus-background (S+B) hypothesis which coincides
with the Standard Model.

The fit uses templates constructed from the predicted event yields in the bins of the input
distribution. The systematic uncertainties are treated as nuisance parameters. As described
in Section 5.7, several systematic uncertainties affect the final results. In total 140 NPs are
considered, most having experimental origin. Systematic uncertainties that have a negligible
impact on the final results are discarded to improve the speed of the fit. Normalization or a
shape uncertainty is not applied if the associated variation is below 0.5% in all bins. Most of
the neglected NPs are related to flavour tagging and the lepton scale factor. Moreover, the
correlations between the uncertainties are also considered.

Table 5.8 also compares the data to the yields after the fit to the observed data (post-fit). The
post-fit tt̄ signal event yield and the uncertainty reflect the best-fit production rate of 1.04+0.9

−0.9
times the SM prediction, and it is obtained using a maximum-likelihood global fit to the data
yields of all the signal and control regions of proton-lead collision analysis. Figure 5.8 shows the
post-fit Hℓ,j

T distribution. The level of agreement is improved in the post-fit as the background
predictions were adjusted by the fit. The summary of all six SRs are shown in Figure 5.10.

The observed and expected best-fit values of µ are shown in Table 5.6. The systematics
uncertainty contributes more than the statistical component to the overall uncertainty of the
measurement. The statistical uncertainty is determined by fixing all NPs to their best-fit values
and redoing the fit. The systematic uncertainty is obtained by subtracting in quadrature the
statistical uncertainty from the total uncertainty. The expected results are obtained in the same
way as the observed results by replacing the data in each bin of the input distribution by the
prediction from simulation and the data-driven fake lepton estimates and with all NPs set to
their best-fit values obtained from the fit to data.

Best-fit µ
Expected 1.00+0.034

−0.035 (stat.) +0.085
−0.077 (syst.) = 1.0+0.092

−0.085

Observed 1.04+0.034
−0.035 (stat.) +0.081

−0.087 (syst.) = 1.04+0.088
−0.094

Table 5.6. Expected and observed best-fit values of the signal strength µ in six combined signal regions.

The background-only hypothesis is rejected with a significance of more than five standard
deviations, establishing the observation of the tt̄ process in p+Pb collisions by ATLAS. Fig-
ure 5.12 presents the signal strength µtt̄ obtained in each region separately and in the combined
fit. The fitted µtt̄ values in individual channels are consistent within uncertainties and the SM
prediction. The precision of the µtt̄ value is limited by systematic uncertainties in the ℓ+jets SRs
while the statistical uncertainties dominate in the dilepton SRs. The significance is extracted
using separate fits of µtt̄ to the combined four ℓ+jets and combined two dilepton SRs, and
exceeds in both cases 5 standard deviations. This establishes the observation of tt̄ production
in the individual ℓ+jets and dilepton channels. The latter is reported for the first time in p+Pb
collisions at the LHC.
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It is important to assess the impact of each systematic uncertainty on the final result. In
particular, to investigate how far the nuisance parameters are pulled away from their nominal
values and how their uncertainties are constrained. For this purpose, a ranking of nuisance
parameters is introduced. For each nuisance parameter, the fit is performed again with the
parameter fixed to its fitted value varied up or down by its fitted uncertainty, with all the
other parameters allowed to vary. The ranking obtained for those nuisance parameters with
the largest contribution to the uncertainty in the signal strength is shown in Figure 5.11. The
top 15 nuisance parameters with the largest pull from the uncertainty are considered. A good
agreement is found between the pre-fit and post-fit values of the nuisance parameters and neither
large pulls nor large constraints are observed. The systematic uncertainty in the tt̄ cross-section
due to Fake-lepton background µ+jets has the largest impact on µ. This pull is mainly due to
the assigned quite larger fake normalization uncertainties but motivated by actually looking into
fake-dominated regions in the independent 0b category, in missing transverse energy especially.
Other systematic uncertainties with a large impact are those associated with the signal modelling,
the luminosity, and the jet energy scale.

Maintaining a correlation threshold of 30% between NPs, a correlation matrix shown in
Figure 5.13 reveals a selected number of moderately large correlations, primarily originating
from the interplay between matching-related and fake reweighted systematics. Importantly,
all remaining correlations between NPs remain well within acceptable bounds, attesting to the
overall stability and controlled nature of the systematic uncertainties.

The observed excess of events is quantified by calculating the background-only p-value using
a profile likelihood-ratio test statistic [168], resulting in an observed statistical significance of
16.3 standard deviations for six signal regions combined. The observed significance in the ℓ+jets
channel (four regions) is 14.1 standard deviations, while in the dilepton channel (two regions) it
amounts to 8.6 standard deviations. The significance is extracted using separate fits of µtt̄ to the
combined four ℓ+jets and combined two dilepton signal regions, each exceeding five standard
deviations. This establishes the observation of tt̄ production in the individual ℓ+jets and dilepton
channels, with the latter reported for the first time in p+Pb collisions at the LHC.
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Figure 5.7. Data pre-fit plots representing the Hℓ,j
T variable in the six SRs (e+jets: 1ℓ1b and 1ℓ2bincl,

µ+jets: 1ℓ1b and 1ℓ2bincl, dilepton: 2ℓ1b and 2ℓ2bincl), with uncertainties represented by the hatched
area. The full markers in the bottom panels show a ratio between data and a sum of predictions. Open

triangles indicate bins with entries which are outside the ratio range.
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Figure 5.8. Data post-fit plots representing the Hℓ,j
T variable in the six SRs (e+jets: 1ℓ1b and 1ℓ2bincl,

µ+jets: 1ℓ1b and 1ℓ2bincl, dilepton: 2ℓ1b and 2ℓ2bincl.), with uncertainties represented by the hatched
area. The full markers in the bottom panels show a ratio between data and a sum of predictions. Open

triangles indicate bins with entries which are outside the ratio range.
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Figure 5.9. The fitted NPs (θ̂) with their pulls and the constraints in terms of their pre-fit values.
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Figure 5.11. The impact of systematic uncertainties on the fitted signal-strength parameter µ̂ for the
combined fit of all channels. Only the 15 most significant systematic uncertainties are shown and listed
in decreasing order of their impact on µ on the y-axis. The empty (filled) blue/cyan boxes correspond
to the pre-fit (post-fit) impact on µ, referring to the upper x-axis. The impact of each systematic
uncertainty, ∆µ, is calculated by comparing the nominal best-fit value of µ with the result of the fit
when fixing the corresponding nuisance parameter θ to its best-fit value θ̂ shifted by its pre-fit (post-fit)
uncertainties θ̂ ± ∆θ(θ̂ ± ∆θ̂). The black points, which refer to the lower x-axis, show the pulls of the
fitted nuisance parameters, i.e., the deviations of the fitted parameters θ̂ from their nominal values θ0,
normalized to their nominal uncertainties ∆θ. The black lines show the post-fit uncertainties of the
nuisance parameters, relative to their nominal uncertainties, which are indicated by the dashed lines.
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Figure 5.13. Correlation matrix of the fit parameters for the combined fit to data: only parameters
with at least one correlation number greater than 30% are shown.
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Source ∆σtt̄/σtt̄

unc. up [%] unc. down [%]
Jet energy scale +4.6 -4.1
tt̄ generator +4.5 -4.0
Fake-lepton background +3.1 -2.8
Background +3.1 -2.6
Luminosity +2.8 -2.5
Muon uncertainties +2.3 -2.0
W+jets +2.2 -2.0
b-tagging +2.1 -1.9
Electron uncertainties +1.8 -1.5
MC statistical uncertainties +1.1 -1.0
Jet energy resolution +0.4 -0.4
tt̄ PDF +0.1 -0.1
Systematic uncertainty +8.3 -7.6

Table 5.9. Breakdown of relative systematic uncertainties in the measured tt̄ cross-section. The quoted
uncertainties are obtained by repeating the fit with a group of nuisance parameters fixed to their fitted
values and subtracting in quadrature the resulting total uncertainty from the uncertainty of the complete
fit. However, the total uncertainty is not the quadratic sum of the grouped impacts, as this approach

neglects the correlation among the different groups.
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5.9.2. Cross-section extraction

The signal strength µtt̄, defined as the ratio of the observed signal for the combined ℓ+jets and
dilepton final states to the SM expectation with no nPDF effects included, is measured using a
binned profile-likelihood method [227]. The parameter µtt̄ is determined by the fit to the H l,j

T

data distributions in the six SRs, where the H l,j
T variable is defined as the scalar sum of the

transverse momenta of the leptons and HI jets.
In the fit, systematic uncertainties are represented by nuisance parameters, which are addi-

tional fit parameters constrained by a Gaussian-distributed probability density. By allowing the
nuisance parameters to shift from their expected values of zero, the best global fit to the data is
achieved. This procedure permits an improved description of the data by combined signal and
background contributions, considering their modelling in terms of shapes and normalisation,
and the effects of experimental uncertainties, which leads to a reduction of the total systematic
uncertainty in the parameter of interest. The measured µtt̄ value is translated to the inclusive
tt̄ production cross-section (σtt̄) using the formula:

σtt̄ = µtt̄ · APb · σth
tt̄ , (5.17)

where APb = 208 is the lead mass number and σth
tt̄ is the predicted tt̄ production cross-section in

nucleon-nucleon collisions derived at the NNLO precision used to normalize the signal tt̄ samples
in ℓ+ljets and dilepton decay modes [193, 231].

The measured inclusive tt̄ cross-section for p+Pb collisions is

σtt̄ = 58.1 ± 2.0 (stat.) +4.8
−4.4 (syst.) nb = 58.1 +5.2

−4.9 (tot.) nb. (5.18)

The combined relative uncertainty amounts to 9% and is dominated by the systematic contri-
bution.

Figure 5.14 shows a comparison of the observed σtt̄ with the measurement by CMS in p+Pb
collisions at √

sNN = 8.16 TeV [187]. The two results are in agreement within 1.4 standard
deviations. Also the most precise measurement of the tt̄ production cross-section in pp collisions
at √

sNN = 8 TeV from the ATLAS and CMS combination [232] is shown. The cross-section
value is extrapolated to the centre-of-mass energy of this measurement using the Top++ v2
prediction and scaled by APb to the p+Pb system. The extrapolated cross-section has a 2.5%
relative uncertainty and does not involve any dependence on nPDF. The extrapolation factor
amounts to 1.0528 ± 0.0005 (PDF) +0.0001

−0.0013 (scale). The measured cross-section is also compared
with NLO calculations obtained with the MCFM generator [233] scaled to the NNLO precision
in QCD using the K-factor (K = 1.139) derived using the Top++ v2 generator. Four nPDF
sets are used as input to the MCFM calculations: EPPS21 [235], nCTEQ15HQ [236, 237],
nNNPDF30 [238, 239] and TUJU21 [240]. The largest discrepancy is found for the nNNPDF30
nPDF set which does not include the recent Run 2 LHC data for heavy-flavour production from
p+Pb collisions [241]. The remaining nPDF sets are in good agreement with the measured
cross-section value.
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Figure 5.14. Comparison between measured and predicted values of (a) σtt̄ and (b) RpA. σtt̄ is also com-
pared with the existing measurement in p+Pb collisions at √

sNN = 8.16 TeV [187], and the combined
measurement of tt̄ production cross-section in pp collisions at √

sNN = 8 TeV from ATLAS and CMS
collaborations [232]. The latter is extrapolated to the centre-of-mass energy of this measurement and is
using the APb factor. Predictions are calculated at NNLO precision using the MCFM code [233] scaled
to the p+Pb system and given for different nPDF sets. The uncertainty in the predictions represents the
internal PDF uncertainty. The solid black line indicates the measured value. The combined statistical
and systematic uncertainty of the measurement is represented by the outer band around the central

value, while the statistical component is depicted as the inner band [234].
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5.9.3. Nuclear Modification Factor (RpA)

During the initial phase of collisions, certain partons undergo scattering with significant mo-
mentum transfer as they pass through the produced medium, resulting in energy loss. In Pb-Pb
collisions, this phenomenon manifests itself as a suppression of high-pT particles in the final
state, a phenomenon known as jet quenching [242, 243], in contrast to the hadron yields ex-
pected from an incoherent superposition of pp collisions. The degree of suppression observed
in charged hadrons exceeds that observed at RHIC [244], mainly due to the increased energy
density achieved at the LHC.

In this context, p+Pb collisions serve as a crucial control experiment, providing insight
into whether initial state effects contribute to the observed suppression of hadron production
in Pb-Pb collisions. By analysing the nuclear modification factors (RpA) and comparing the
identified hadron yields in different collision systems, one can elucidate the particle production
mechanisms and discern the impact of nuclear effects.

A nuclear modification factor is defined as

RpA = σp+Pb
tt̄

APb · σpp
tt̄

, (5.19)

is extracted using the measured tt̄ cross-sections in p+Pb collisions at √
sNN =8.16 TeV and pp

collisions at √
sNN =8 TeV [232]. The latter is extrapolated to the centre-of-mass energy of the

p+Pb system. All uncertainties are assumed to be uncorrelated in the p+Pb and pp cross-section
measurements.

The nuclear modification factor is measured to be

RpA = 1.090 ± 0.039 (stat.) +0.094
−0.087 (syst.) = 1.090 ± 0.100 (tot.) (5.20)

Figure 5.14 shows a comparison between the measured RpA in data and theory. Within the
uncertainty, the measured value is found to be consistent with unity.

RpA is also calculated at NNLO precision using the MCFM code [233], scaled to the p+Pb
system for four different nPDF sets. The uncertainty associated with the baseline PDF for pp
interactions is treated as fully correlated in the predictions and cancelled out in the ratio. The
resulting uncertainty reflects the uncertainty in the nPDF. All nPDF calculations give RpA values
greater than unity. There is good agreement between the measured and predicted RpA. The
largest deviation, more than one standard deviation above the measured RpA value, is observed
for the nNNPDF30 prediction.
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5.10. Summary

This study reports a measurement of top-quark pair production in p+Pb collisions at the
centre-of-mass energy √

sNN = 8.16 TeV per nucleon pair with the ATLAS experiment.
Top-quark pairs are observed in the individual ℓ+jets and dilepton channels with electrons and
muons in the final state. The top-quark pair production in the dilepton channel is observed with
a significance exceeding 5 standard deviations for the first time in the p+Pb system at the LHC.
The cross-section is measured with a relative uncertainty of 9% which makes this measurement
the most precise tt̄ cross-section determination in nuclear collisions to date.

The measured cross-section is found to be in good agreement with the previous measurement
and SM predictions. A measurement of the nuclear modification factor is reported using a
NNLO pQCD-based extrapolation of the previously published pp data at √

sNN = 8.16 TeV. A
good agreement is found between the measured and predicted RpA values involving most of the
state-of-the-art nPDF sets. The largest discrepancy of more than one sigma is identified for the
nNNPDF30 set. This measurement paves a new way to constrain nPDFs in the high Bjorken-x
region.



Conclusion and outlook

A fraction of a second after the Big Bang, the Universe was a hot, dense plasma of quarks
and gluons (QGP), a state recreated at the LHC by colliding heavy nuclei. The top quarks
produced in these collisions play a crucial role in exploring the properties of QGP. As the
heaviest particle in the Standard Model (172 GeV), top quarks are produced only during the
initial hard scattering, providing insights into the dynamics of the early universe. Studying their
production in proton-proton collisions helps to refine our understanding of the gluon content of
parton distribution functions (PDFs) in the unique nuclear environment, facilitating comparisons
with proton-proton collisions.

The top quark, the heaviest particle in the Standard Model, interacts strongly with the Higgs
boson. This interaction, known as the “top quark Yukawa coupling”, is crucial because of the
Higgs boson’s stronger affinity for heavier particles. The direct observation of processes such as
tt̄H production offers new perspectives on the Higgs mechanism and possible deviations from
expected behaviour, which could point to physics beyond the Standard Model.

tt̄H production, in which a pair of top quarks emits a Higgs boson, is a rare event but crucial
for understanding fundamental particle interactions. The low production rate of tt̄H, which ac-
counts for only 1% of the total Higgs boson rate, poses significant challenges for detection. Using
data collected at 13 TeV between 2015 and 2017, ATLAS conducted multiple searches targeting
different Higgs boson decay modes, such as decays into pairs of W bosons or τ leptons, which
occur with probabilities of 22% and 6%, respectively. Detection methods included searching for
events with same-sign charged leptons or multiple charged leptons, resulting in analyses focusing
on different final lepton combinations.

This thesis presents results from the analysis of tt̄H and tt̄W production in multilepton final
states collected by the ATLAS detector at a centre-of-mass energy of

√
s = 13 TeV. The observed

production cross section σtt̄H was measured to be 294+182
−162 fb, in agreement with the Standard

Model prediction of 507+35
−50 fb, with a significance of 3.1 standard deviations.

The observed production rate of the tt̄W background process in the selected phase space
exceeds the Standard Model expectation by 1.3 to 1.7 times, as validated by several analyses
and confirmed by the CMS experiment. This discrepancy suggests the potential influence of
Beyond the Standard Model (BSM) physics, such as the production of charged Higgs, and
requires further comprehensive studies to explain the observed increase.

The thesis also sheds light on the proton-lead collision, focusing on the prompt decay of top
quarks that bypass hadronization. These quarks typically decay into a W boson and a b quark
due to their short lifetimes. The W boson then decays into either a pair of lighter quarks or
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a lepton and a neutrino. When two top quarks are produced, two dominant signals appear in
the detector: one with leptons and jets (lepton+jet) and another with only leptons (dilepton)
accompanied by b-quarks.

In this work, proton collisions with heavy lead ions at 8.16 TeV are studied. Top quark
production was observed separately in the lepton+jets and dilepton channels, as well as in
the combined data set with a significance well above 5 standard deviations. This is the
first observation of top quark pair production in the dilepton channel in proton-lead colli-
sions. Combining both channels, the top quark pair production cross section is measured to
be σtt̄ = 58.1 ± 2.0 (stat.) +4.8

−4.4 (syst.) nb, with a total relative uncertainty of 9%, making this
the most precise measurement of the tt̄ cross-section in nuclear collisions to date. The total
uncertainty is dominated by systematics in the lepton+jets channel and by statistical precision
in the dilepton channel. The high precision was achieved by using a tagging technique to
distinguish b-quark jets and more comprehensive lepton selection criteria.

This result confirms and extends an earlier observation made by the CMS collaboration into
a new decay channel. The findings open avenues for physicists to investigate Parton Distribution
Functions, which detail how a proton’s momentum distributes among its constituent quarks and
gluons, within a novel kinematic domain.
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Media appearance

• Press release: https://atlas.cern/Updates/Briefing/HI-Top-Observation

• Video briefing: https://videos.cern.ch/record/2298651

• Facebook: https://www.facebook.com/ATLASexperiment/videos/827977738818553

• Twitter/X: https://x.com/i/status/1707105631910396348
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Auxiliary plots: p+Pb

Asimov fit results

The fit to Asimov’s data shows that the nuisance parameters (NPs) are fitted to a mean of
0. Ideally, when the signal strength is µ = 1, no shifts in the nuisance parameters (NPs) are
expected. However, they can still be constrained, with ∆θ̂ being less than 1 standard deviation.

Figures 16 and 17 display the pre-fit and post-fit distributions of the variable fitted to the
Asimov data set.

The uncertainty in the fitted γ factors is primarily due to Monte Carlo (MC) statistical
effects. These γ factors are fitted close to 1, and consequently, their uncertainties are generally
negligible (Figure 18).

Only a few nuisance parameters (NPs), such as those related to signal modelling, normalisa-
tion, and fake-related systematics, show constraints 2. Figure 19 illustrates the pull (shift of θ̂
from 0) and the constraints of all NPs. This indicates that the expected number of events in each
bin of the fitted distribution had larger a priori systematic uncertainties. Alternatively, these
uncertainties could be constrained through (anti-)correlation with other systematic uncertainties.

Fitting the Asimov data results in the NPs also being correlated with each other. The
correlation between the NPs among themselves and also with the POI. The correlation with at
least one other NP or POI is greater than 30% is shown in Figure 20. The significant correlations
are mainly between jet matches and fake µjets in the 1b region, followed by W+jets systematics
with the same mentioned.

The most important systematics influencing the final uncertainties are ranked in Figure 21.
Modelling, fake systematics and luminosity are among the most important contributing system-
atics. Table 10 shows the Asimov POI (µtt̄) value extracted from the fit.

2 In these figures, the green region represents ∆θ̂ < 1 standard deviation, while the yellow region represents
∆θ̂ < 2 standard deviations, both centred around a mean of zero.
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Figure 15. Asimov best-fit signal strength value.

Fit Result Value
Total Uncertainties µ = 1.000+0.092

−0.085
Statistical Uncertainties µ = 1.000+0.035

−0.035

Table 10. Asimov fit results with total and statistical uncertainties.
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Figure 16. Asimov pre-fit plots representing the Hℓ,j
T variable in the six SRs (e+jets: 1ℓ1b and 1ℓ2bincl,

µ+jets: 1ℓ1b and 1ℓ2bincl, dilepton: 2ℓ1b and 2ℓ2bincl), with uncertainties represented by the hatched
area. The full markers in the bottom panels show a ratio between data and a sum of predictions. Open

triangles indicate bins with entries which are outside the ratio range.
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Figure 17. Asimov post-fit plots representing the Hℓ,j
T variable in the six SRs (e+jets: 1ℓ1b and 1ℓ2bincl,

µ+jets: 1ℓ1b and 1ℓ2bincl, dilepton: 2ℓ1b and 2ℓ2bincl.), with uncertainties represented by the hatched
area. The full markers in the bottom panels show a ratio between data and a sum of predictions. Open

triangles indicate bins with entries which are outside the ratio range.
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Figure 18. γ parameters after the fit with Asimov data.
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Figure 19. The fitted NPs (θ̂) with their pulls and the constraints in terms of their pre-fit values.
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Figure 20. Correlation matrix of the fit parameters for the combined fit to Asimov data: only param-
eters with at least one correlation number greater than 30% are shown.
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Figure 21. The impact of systematic uncertainties on the fitted signal-strength parameter µ̂ for the
combined fit of all channels. Only the 15 most significant systematic uncertainties are shown and listed
in decreasing order of their impact on µ on the y-axis. The empty (filled) blue/cyan boxes correspond
to the pre-fit (post-fit) impact on µ, referring to the upper x-axis. The impact of each systematic
uncertainty, ∆µ, is calculated by comparing the nominal best-fit value of µ with the the result of the fit
when fixing the corresponding nuisance parameter θ to its best-fit value θ̂ shifted by its pre-fit (post-fit)
uncertainties θ̂ ± ∆θ(θ̂ ± ∆θ̂). The black points, which refer to the lower x-axis, show the pulls of the
fitted nuisance parameters, i.e., the deviations of the fitted parameters θ̂ from their nominal values θ0,
normalized to their nominal uncertainties ∆θ. The black lines show the post-fit uncertainties of the
nuisance parameters, relative to their nominal uncertainties, which are indicated by the dashed lines.
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Pruning

Figure 22. The nuisance parameters considered for normalization and shape uncertainties and whether
they are kept or pruned in the fit.
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Event display

Figure 23. Event candidate for tt̄ production in proton-lead ion collision decaying in the dilepton
channel with the reconstructed electron track (blue line) and its associated energy deposit in the
electromagnetic calorimeter (green boxes), the reconstructed muon track (red line) and its associated
muon chambers (blue boxes; the bars are the related measurements), one b-tagged jet (yellow cone) and
two non-b-tagged jets (green cones), and tracks in the inner detector (orange lines). Yellow rectangles

correspond to energy deposits in cells of the hadron calorimeter.
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